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Abstract-- Resume screening is an important step in recruitment, but it is also one of the most time-consuming 
activities, as well as ineffective and discriminatory in traditional techniques. Manual screening and basic 
keyword-matching methods are more harmful than beneficial, because their results create an incomplete image 
of prospects and may ignore the most eligible people. The study reported in the paper provides an automated 
resume screening system that improves applicant selection by leveraging machine learning (ML) and natural 
language processing (NLP). By pushing beyond algorithms and keyword-based techniques, the 
proposed system can interpret contextual information in resumes and job descriptions. Using classifiers like as 
Random Forest (RF) and Support Vector Machines (SVM), the system gradually improves its predictions as it 
learns from hiring data. Experimental results show that, when compared to conventional methods, the proposed 
system achieves 88.3% accuracy, 90.1% precision, and 86.7% recall. It addresses the data imbalance issue by 
reducing false positives and negatives and making the recruitment process fair, efficient, and scalable. 
 
Keywords: Resume Screening, Recruitment Automation, Candidate Selection, HR Technology, Job 
Matching. 
 
Introduction 

      Technology has transformed many aspects of corporate management, including recruitment. Traditional 
resume screening approaches, which mostly rely on manually implementing keywords, are slow, error-prone, 
and prejudiced [1]. As the quantity of applications grows, so does the demand for a transparent and unbiased 
recruitment process [2]. Using a technique known as manual resume screening, recruiters analyze resumes to 
filter down to the most suited individuals suiting the job requirement against the fundamental nature of being 
extremely subjective, resulting in inconsistencies and losing opportunities to locate best-fit candidates [3]. 
Furthermore, if recruiting trends shift, data handling might become inefficient, and making choices can be 
inaccurate. It demonstrates one of the most essential ways to automate processes: resume screening, which 
results in increased time savings, less human error, and a more fair and equitable selection [4]. The impetus for 
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the study stems from the large number of resumes from diverse candidate pools that recruiting departments may 
need to analyze, as well as the issues associated with resume screening [5]. It proposes an automated method of 
screening resumes that uses ML and NLP to tackle these issues. The goal is to increase the accuracy and efficacy 
of hiring procedures by utilizing clever algorithms that not only match simple keywords in applications but also 
read resumes contextually. The proposed system would be able to use prior recruiting data while applying ML 
approaches such as RF and SVM to continue training and finally construct a predictive model of who will 
perform best in a role. Furthermore, it uses NLP to analyze a resume's candidacy in terms of talent, requirements, 
and experience, allowing you to fully comprehend the candidature. The purpose of the study is to propose an 
automated solution by utilizing a unique unsupervised approach that can reduce the load of resume screening 
while minimizing bias and scalability difficulties that commonly arise during recruitment. Instead of playing 
the keyword game, the technology understands the context of resumes and job descriptions (which still exists). 
As a result, the study contributes to the development of a robust, scalable, and unbiased automated resume 
screening system using sophisticated ML and NLP techniques. It also looks into approaches to improve model 
performance, such as data preprocessing, feature extraction, and continuous learning, in which it teaches itself 
to remain effective in a changing job market. Furthermore, in recruitment datasets, an imbalance between the 
number of qualified and unqualified candidates can limit the true identification of suitable talents; the study 
aims to address the issue through oversampling and employs Synthetic Minority Over-Sampling Technique 
(SMOTE) to overcome data imbalance situations where unqualified candidates outnumber qualified 
candidates. The contribution of the paper is summed up in a few key aspects. After discussing relevant research 
on automated resume screening, the section moves on to the drawbacks of conventional techniques. The 
proposed system, which includes data collection, preprocessing, feature extraction, and model selection, is then 
shown. The model's training and evaluation processes, as well as how to continuously learn from data so that it 
can eventually function as an adaptive system, are covered in the sections that follow. It also discusses potential 
issues and how the system may be integrated with current hiring platforms. Lastly, it illustrates how the proposed 
system stacks up against cutting-edge techniques based on metrics like recall, accuracy, and precision. Finally, 
by offering a scalable, equitable, and effective substitute for resume screening, the study offers a thorough 
solution to the conundrum of contemporary hiring. 
     In summary, the study presents a sample application for developing an autonomous resume screening system 
utilizing ML and NLP to save time, eliminate prejudice, and balance data imbalances in recruiting. The context-
driven methodology improves applicant selection precision and flexibility while also providing an indefinitely 
scalable and just solution to the twenty-first century recruiting difficulties. 
Related Work 

     The process of selecting candidates will be substantially aided by automating the first two interview stages. 
Everything has gone online since the epidemic started, forcing many to WFH. To boost efficiency and cut down 
on manual labor that could be done electronically, the hiring process must be automated. Online resume sorting 
would reduce the number of papers and the possibility of human error. Although there are other steps in the 
hiring process, the initial step is to classify and verify resumes.  The interviewer may see a suitable job profile 
that has been retrieved from the pre-processed and categorized data while the abilities are being extracted. 
During video interviews, the interviewer will utilize to assist in selecting candidates [6]. Resumes have outpaced 
companies in today's labor market, making it challenging to hire new employees. Conventional methods of 
screening resumes are prejudiced and time-consuming. To get around these issues, the article recommends 
automating the procedure using machine learning techniques. The objective is to improve the efficiency and 
accuracy of selecting candidates who are best suited for each role without the need for complex procedures and 
provide comparable outstanding results, based on previous studies in the field [7]. HR professionals are now 
focusing more on creating workspaces that are straightforward, fluid, and easy to use by managing the ratio of 
technology to human interaction. It allows them more time to be more inventive, astute, and, ideally, 
compassionate in order to make the experience better for both prospects and workers. The research also 
demonstrates the use of AI in hiring, as it forecasts candidates' future success rates [8]. The increasing use of 
decision-making algorithms in society today raises concerns about their transparency and the possibility that 
these could evolve into new types of discrimination. It demonstrates how learning techniques intended to protect 
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privacy in concealed settings can lead to an independent, fair, and unbiased decision-making process. The 
method and results show how to develop more equitable automated recruiting systems in particular, as well as 
more equitable AI-based tools in general [9]. In the competitive world of job searching, resumes are the key to 
a multitude of opportunities that open up a career. A revamped web application for effective resume processing 
is shown in the study. By combining NLP technologies, intuitive design principles, and a robust web 
infrastructure, the project develops an innovative approach to automate the resume analysis process. The 
program closes a significant gap in modern hiring practices by providing a thorough tool that enhances the 
efficacy of candidate assessment [10]. A new ML approach to job matching; an illustration of HR management 
from the standpoint of developing fair-by-design algorithms Finding the best applicant for available openings 
and streamlining the temporary worker hiring process are the goals of the algorithmic approach. It gives some 
of the reasons why fairness must be a major component of human resources management and talks about the 
usual difficulties and research gaps that come up when creating algorithmic solutions for matching job offers 
with candidates [11]. The lengthy and tiresome screening procedure is eliminated by using these combined data 
points to grade applicants according to predetermined criteria. With the capacity to adjust to particular job needs 
and company norms, the Automated Resume Parsing and Ranking System (ARRS) is a flexible solution for a 
range of sectors and job profiles. ARRS provides outstanding candidate ranking capabilities in addition to 
parsing. It gives recruiters and hiring managers a ranked list of applicants according to a number of criteria, 
including education, job history, and skill fit. It allows them to concentrate their efforts on the most suitable 
applicants [12]. SMOTE was employed as an oversampling technique to create fresh artificial samples, based 
on the fundamental concept of augmenting data. It enhanced the data by oversampling and using the k-NN-
Linear Interpolation approach, which is white-boxed in the SMOTE method. In addition to resolving dataset 
imbalance, the approach can generate sufficient and representative data. To attain high precision and prevent 
overfitting, the Augmentation technique is employed [13]. For instance, the study intends to employ domain 
segmentation by classifying user-uploaded resumes and grouping user profiles into subdomains or clusters 
according to the performance of each profile on a technical or aptitude test. The user will be presented with 
hybrid concepts using association rule mining. The proposed hiring procedure aims to eliminate employee 
flushing while also allowing all recently graduated students to be hired based on their qualifications and areas 
of interest [14]. HR employees are under increasing pressure to finish intricate, time-consuming manual 
procedures because of the disjointed organizational structures and wide-ranging operations of the majority of 
MNCs. The process may be made more seamless and effective with the use of a machine learning-based task 
automation platform that supports HR teams' adoption and applications of AI. The ML-based job automation 
framework primarily makes use of automation bots, which may automate all of an organization's HR 
management procedures, including scheduling, hiring, personnel record keeping, time attendance, and other 
office administration duties [15]. Since ML software found that using technology increased worker productivity, 
speed, and ease of use, recruitment has become a hot topic in human resources. To better manage the hiring 
process, it has developed an ML-based HR information system that incorporates data analytics, employee files, 
profiles, turnover, and the creation of electronic personal data sheets for government service records. The goal 
of the development was to anticipate employee turnover using supervised machine learning [16]. 
Proposed System 

     However, not all corporations fully utilize technology; some remain stuck in the past, employing non-
automated, manual resume screening procedures that are time-consuming, inefficient, and downright biased. In 
typical methods, recruiters sort and scan through many resumes looking for certain keywords or qualifications 
that meet the job description. The procedure takes some time, but it also results in inconsistencies in most cases, 
because various recruiters view resumes differently. Furthermore, it is difficult to manage large amounts of 
applications efficiently, which means that potentially invaluable applicants may be overlooked. Many systems 
now attempt to automate resume screening by employing basic keyword-matching algorithms, but these models 
frequently fail to recognize the context or significance of abilities and experiences, resulting in the incorrect 
selection of candidates. Furthermore, such systems typically lack learning capabilities, resulting in the same 
performance after first deployment with no improvements over time. To address these limitations, the paper 
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introduces an automated resume screening system based on ML and NLP approaches. Block Diagram for 
Resume Screening Automation is shown in fig.1. 

 

Fig. 1. Block Diagram for Resume Screening Automation 

     It employs NLP to analyze and interpret resumes more effectively than previous approaches. The technology 
works similarly to how humans do, by interpreting resumes and delivering vital information about talents, 
qualifications, professional experience, and other aspects that are related to one another. Furthermore, by 
applying machine detecting classification algorithms, the system can predict the fit of candidates based on 
previous hiring information, allowing it to learn continually and modify the specifics of candidate profiles to 
the job specifications. The fundamental differentiation of the proposed technique is the ability to extract 
contextual information from both candidates and job descriptions, which will aid in determining how relevant 
the candidate's profile is to the job profile, as opposed to a simple keyword matching. The first step in developing 
an automated resume screening system is gathering data. The dataset is then created by compiling resumes and 
job descriptions. Now, these resumes are pre-processed using NLP techniques to obtain these qualities. It 
performs preprocessing tasks such as text normalization, tokenization, and stop word removal. TF-IDF (Term 
Frequency-Inverse Document Frequency) and Word2Vec vectorize the features, allowing machine learning 
algorithms to operate with text. Features are taken from these resumes and recorded in vector space, followed 
by a classifier. RF and SVM are taught to determine whether a candidate is qualified for a job based on the 
features retrieved from his or her CV. The above model requires labeled data in order to classify resumes as 
"qualified" or "unqualified" based on previous determinations. It can be assessed on a variety of factors, 
including accuracy, precision, recall, F1 score, and so on, to determine how effectively it discovers ideal 
candidates. Automating the procedure can assist save a significant amount of time and effort spent on manual 
screening. The feature automates the process of resume evaluation, allowing recruiters to quickly filter many 
applicants and reduce them to a smaller, more relevant set of applicants, ensuring that their efforts are focused 
on the best candidates for the position. Because the system can easily manage massive volumes of applications, 
it also ensures that no qualified applicant is overlooked, particularly in high-volume sectors. The system's 
predictions improve over time with the ML technique, leading to better hiring choices. Perhaps the greatest 
advantage, however, is that the ML system evaluates candidates based on objective, data-driven criteria rather 
than subjective judgment. It improves the company culture for diversity and inclusion by guaranteeing an 
impartial and fair approach. Furthermore, the proposed scalable solution may be readily included into 
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enterprises' current applicant tracking systems (ATS) and human resource management systems (HRMS), 
providing a great deal of flexibility. 

     In conclusion, it presents a cutting-edge resume filtering algorithm designed to minimize biases in the various 
stages of candidate screening, save days of recruitment time, and quickly identify the best candidate. The 
technology uses ML and NLP to address the primary issues with other solutions and provides a smart, scalable 
solution for businesses looking to enhance their recruiting and make better decisions.  

Data Collection and Preprocessing:  
     Building the Resume Dataset Queuing a pool of resumes and the job descriptions that go with them is the 
first stage in the suggested resume screening system. These contains real resume data from reliable sources that 
provide all personally identifying information except for a person's name. Following that, the resumes are 
contrasted with different job descriptions for pertinent roles. Following data collection, a preprocessing 
procedure is used to standardize and transform the textual data into an analysis-ready format. Text 
normalization, tokenization, stop-word elimination, and stemming/lemmatization are some of the steps involved 
in text preparation. Normalization of Text The terms engineer and engineer will be interchangeable. For 
instances, whereas the second phase (stop-word deletion) eliminates popular but unnecessary words like the, in, 
and, the first phase (tokenization) separates the text into distinct concepts. Lemmatization and stemming are 
techniques for breaking words down to their most basic forms (running → run). It is an essential stage in turning 
poorly defined text input into structured information that machine learning models can use.  
 

Feature Extraction Using NLP Techniques:  
     The aim after preprocessing is to extract significant information from the résumé and job description. It can 
be accomplished through NLP approaches. In the study, it employs TF-IDF to extract features, which 
demonstrates how essential each word is to a document based on the full dataset. In the present scenario, TF-
IDF is useful since it indicates the value of a term in the resume in comparison to the job description; common, 
less important words score lower and are thus eliminated. For a more complete picture of candidate profiles, 
it uses Word2Vec to determine the degree of semantic link between words. Word2Vec conveys words in a dense 
space in a continuous vector space, so the system acquires a grasp of the similarity and differences of terms in 
context as an instance, developer versus programmer. The technique of feature extraction ensures that the 
machine learning model obtains a rich, organized representation of the textual input to find the most relevant 
skills, qualifications, or experiences.  
 

Model Selection and Algorithm Choice:  
     The paper selected RF and SVM classifiers to train the resume screening models. It is a classification 
problem, and these methods have done exceptionally well in classification tasks involving structured feature 
sets. RF is an ensemble technique that creates many decision trees, each of which is trained on a random portion 
of the data. It integrates the predictions from various trees to improve precision and stability. It is employed for 
its ability to handle many features and reduce overfitting. While SVM works effectively in high-dimensional 
domains, it is an excellent fit for high-dimensional vector representations of resumes and job descriptions. SVM 
is looking for a hyperplane that will best divide the classes of qualified and unqualified applicants. Because 
these algorithms can learn complex, non-linear correlations from data, it makes them well suited to the task of 
resume categorization, which involves trade-offs between experience, education, and talents that are difficult to 
quantify. 
 

Model Training and Evaluation: 
     Following feature collection and model selection, the next step is to train the ML model. Both RF and SVM 
are trained on resumes classified as "qualified" or "unqualified". During the course, it will fill the model with 
various features and labels and examine the relationship/pattern between the job and the resume to determine 
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whether a resume is appropriate for a specific position. The dataset was divided into subsets to test and train the 
model (and to track its performance). Various sorts of cross-validation hyperparameter tweaking strategies are 
used to raise the model's performance metric to new heights. The SVM method is tuned on the kernel and 
regularization parameters, whereas the RF approach is tuned on the maximum depth and number of trees. The 
outputs of a model's various performance metrics (F1-score, recall, accuracy, and precision). Thus, it must 
prevent false positives and false negatives to ensure correct classification. 
 

Continuous Learning and Model Improvement:  
      Additionally, the ability to learn continuously throughout time is a small application of the suggested 
approach. To do that, a feedback loop that verifies model predictions and corrects incorrect classifications is 
established. To improve the accuracy of a qualified candidate for an algorithm, the fixed data is used to train 
the actual data. Recruiters can assess model proposals during the hiring process and provide comments as a 
method for the feedback loop to occur, as well as train the model to adapt to shifts and changes in hiring criteria. 
The only other feature is that it can undergo periodic retraining based on fresh data, such as changing job 
profiles, new market trends, and evolving attitudes toward prospective applicants. By implementing the 
continuous learning strategy, the resume screening process not only ensures that updated data is put in, but also 
maintains accuracy, allowing both the candidate and the organization to take a more dependable stance on hiring 
in the long term. 
 

Integration and Deployment: 
     After training and evaluating the model, the next step is to integrate the system into the organization's 
employment pipeline. These can be integrated with the existing ATS and HRMS, requiring no extra changes to 
the recruitment process beyond simple integration. It will be implemented as an API or standalone application 
that accepts resumes (in standardized formats - PDF, DOCX) and job descriptions as input and produces a rank-
order list of potential candidates that meet the competencies necessary for the role. The use of such technology 
can significantly cut time-to-hire by automating the first few stages of the hiring process and enhancing recruiter 
efficiency, as providers only need to focus on the interview and decision-making. Furthermore, its 
implementation across many job types and industries demonstrates that the technique is a versatile tool for 
meeting a variety of recruitment demands. Architecture Flow for Resume Screening Automation is shown in 
fig.2. 

 
Fig.2. Architecture Flow for Resume Screening Automation 

 
Handling Data Imbalance and Class Distribution: 

     Building an efficient resume screening system presents its own set of obstacles, including data imbalance 
due to a significantly lower number of qualified candidates compared to unqualified candidates. It may generate 
an imbalance, causing the models to become biased to select the majority class (unqualified candidates) as the 
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only target class. To address that, employ approaches such as oversampling the minority class (qualified 
applicants) and under sampling the majority class. It also uses cost-sensitive learning, which penalizes a 
qualified candidate more than an unqualified one if misclassified. The SMOTE is an alternate method that 
creates new minority class samples by interpolating existing examples. Its ensures that the model receives a 
more equal representation of the data, reducing prediction bias and enhancing the system's ability to find 
minimally qualified individuals. Using metrics to analyze the model's performance will confirm that the 
imbalance does not result in inaccurate predictions. 
 

Handling Data Imbalance and Class Distribution: 
     After deploying the system, it is critical to constantly evaluate the model's performance to ensure that it 
continues to work properly and accurately over time. Following deployment, these track relevant KPIs (key 
performance indicators) such as rank accuracy, time-to-hire, and recruiter satisfaction. It also tracks the system's 
performance on previously unseen resumes and job descriptions. A model performs poorly when it is retrained 
on new data, a different set of features, or other techniques to explain how the features interact with data that 
needs to be described or classed. Additionally, it allows you to receive regular, practical input from hiring 
managers and recruiters, which aids in removing biases or flaws in a model until the penultimate stage. The 
most crucial component of the system is the feedback loop, which makes sure the system keeps producing 
accurate forecasts that are in line with shifting organizational requirements and job market trends. Several model 
hyperparameters will need to be adjusted, along with various features or NLP techniques, classification 
algorithms, and classification performance adjustments. As a result, the system remains responsive, relevant, 
and incredibly effective at simplifying the hiring process by regularly checking and modifying job accuracy. 
      In summary, by efficiently scanning and evaluating resume data, AI-based resume screening systems make 
it easier to identify the best applicants for interviews. The system addresses issues like data imbalance and 
shifting hiring patterns through the use of NLP approaches, ML models, continuous learning, and feedback 
loops. Over time, it improves overall recruiting efficiency and makes exact, low-bias candidate assessment 
possible. 
 
Results and Discussion 

     A comparison was done between the performance of the automated resume screening system and standard 
manual screening methods as well as a basic keyword-matching algorithm. It assesses the model's using 
accuracy, precision, recall, and the F1-score. It describes a ML-based strategy to classifying these citations that 
employs RF and SVM classifiers, and It compare the results to existing system performance measured in terms 
of basic keyword-matching systems and traditional manual screening. These comparisons show that the 
proposed system achieves higher accuracy while being more processing efficient and capable of accepting a 
wider range of candidate inputs.   
Comparison of Model Performance 

System Accuracy Precision Recall 
F1-
Score 

Existing 
System 
[10] 

72.4 70.5 75.3 72.8 

Existing 
System 
[11] 

77.6 75.8 78.2 76.9 

Proposed 
System 

88.3 90.1 86.7 88.3 

     Table I compares the suggested approach to the existing system [10] and [11] for blood cell class units. With 
88.3% accuracy, 90.1% precision, 86.7% recall, and an 88.3% F1-score, the proposed system exceeds existing 
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ones in all categories. The existing method, on the other hand, has an F1-score of 72.8%, recall of 75.3%, 
accuracy of 72.4%, and precision of 70.5%. With a 77.6% accuracy rate, 75.8% precision, 78.2% recall, and 
76.9% F1-score, the existing system performs better. Furthermore, the study found that the proposed system 
beats the others in terms value. Fig.3. shows a visual comparison of model performance. 

 

Fig.3. Visual representation for Comparison of Model Performance 

 
Model Performance on Imbalanced Data 

System 
Precision 
(Qualified 
Candidates) 

Recall 
(Qualified 
Candidates) 

F1-Score 
(Qualified 
Candidates) 

Existing 
System 
[10] 

65.2 59.6 61.7 

Existing 
System 
[11] 

70.8 67.9 66.4 

Proposed 
System 

88.5 82.0 85.1 

     Table II examines the number of qualified applicants across multiple systems with unbalanced data. When 
compared to the existing system [10] and [11], the techniques achieve an F1-score of 61.7, a recall of 59.6, and 
a precision of 65.2. The existing system has increased precision to 70.8, recall to 67.9, and F1 score to 66.4. 
With a precision of 88.5, recall of 82.0, and F1 score of 85.1, the technique beats the two current systems when 
compared to the proposed system. It demonstrates that the approach is effective in identifying and categorizing 
competent candidates, particularly when dealing with imbalanced data. 
  Model Comparison in Terms of False Positives and False Negatives 

System 
False 
Positives 
(%) 

False 
Negatives (%) 

Existing System 
[10] 

18.4 19.2 

Existing System 
[11] 

12.7 14.5 

Proposed System 5.2 6.4 
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     Table III compares the three systems' false-positive and false-negative rates. It has the highest false positive 
rate of 18.4% and the highest false negative rate of 19.2%, as demonstrated by the Existing System [10] and 
[11]. The existing system has reduced false positive and false negative rates (12.7% and 14.5%, respectively).  
The Proposed System outperforms the existing systems with much reduced false positives (5.2%) and false 
negatives (6.4%). As a result, it is proved that the proposed system is a more accurate and effective model than 
those already in use. It suggests that the proposed approach detects real situations with minimal misclassification 
and high overall accuracy. 

     The proposed ML-based resume screening system outperforms existing system and minimum keyword 
matching systems. The results reveal that the framework outperforms state-of-the-art frameworks, proving its 
ability to correctly identify competitors who remain eligible. The suggested system's ML algorithms are RF and 
SVM, which classify candidates as neutral, minimizing the number of false positives and false negatives, and 
enhancing the entire recruitment process. NLP-Based Feature Extraction - NLP is used to ensure that the system 
recognizes and prioritizes the most important and relevant skills/experience/certifications in large boxes. First, 
it simplifies the applicant filtering procedure, and second, it balances their data to ensure that appropriate 
persons do not miss out on opportunities. Furthermore, the repeating feedback loops and frequent retraining 
ensure that it keeps up with changing labor market and hiring criteria. Another significant benefit is the ability 
to save time. Automatic shortlisting allows the recruiter to focus more on strategic work. In addition, it provides 
a more objective, non-biased method of evaluating candidates, which can help to increase diversity and inclusion 
in recruiting. These offer a durable, fast, and comprehensive solution for resuming screening operations. 

 
Conclusion 

     In conclusion, it presented an ML-based resume screening system that might address some of the 
fundamental shortcomings of current resume screening approaches (bias, time-consuming, and data imbalance). 
The article proposes an objective and easily scalable candidate evaluation tool that uses context-based word 
embedding from the class-based n-grams technique along with classifiers such as RF and SVM. Its continuous 
learning capabilities allow it to evolve with changing job market trends, resulting in better recruitment decisions 
over time. While it has its advantages, there are also downsides to the system. One, the model is strongly reliant 
on the training data; if the training data is insufficiently diverse, the model will fail to reliably identify potential 
candidates from diverse backgrounds. Second, the algorithm may be unable to interpret non-textual inputs such 
as role-based portfolios or so-called soft skills, both of which are crucial hiring considerations. Third, while the 
model has reduced unfairness in candidate selection, it cannot eliminate the danger of algorithmic bias because 
the data used for training contains historical prejudice. Potential areas for improvement Multimodal input (for 
example, video interviews) or an even more advanced way Need to specify qualifications more explicitly. 
Furthermore, allowing the model to react in real time to changing patterns and making it more cross-industry 
relevant could boost its use. 
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