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   A B S T R A C T 

   Introduction: For the last several years, cloud computing has become a vital part 
of today's IT infrastructure, delivering instant and built-in resources for extensive 
computational requirements. However, managing resources in large cloud 
environments still poses one of the most significant challenges, as applications 
become larger and more complex.  
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Objectives: This often leads to poor resource utilization and high operational 
costs, as traditional methods fail to place VMs most efficiently. Unlike traditional 
algorithms, HSA imitates musicians' performances during improvisation in 
playing music to find better solutions. 

Methods: It is a strong contender for handling complex optimization problems. 
This approach attempts to improve overall cloud resource management by 
increasing the adaptability and efficiency of VM placement through integrating 
bio-inspired principles. The new system has been successfully tested across a 
range of cloud scenarios, showing improved utilization and maximized energy 
savings.  

Results: Experimental results demonstrate that the Harmony Search Algorithm 
provides the fastest convergence and advances solutions in comparison to existing 
methods.  

Conclusions: These improvements in cloud resource management lead to 
enhanced performance and cost-efficiency, contributing to the long-term 
sustainability of cloud lifecycles overall.  

INTRODUCTION 

IT infrastructure has undergone a major transformation 
with the advent of cloud computing, which allows for 
easier deployment and management of resources on-the-
fly when executing your application [1]. VM placement 
in complex, large-scale applications is largely a 
challenging problem, taxing traditional methods [2] and 
resulting in suboptimal resource usage patterns that lead 
to higher costs. The primary problem is to place VMs 
effectively so that revenue can be generated while 
keeping the cost and energy consumption of resources 
low [3]. Despite extensive research in optimizing resource 
allocation, algorithms such as Genetic Algorithm (GA) 
[5], Particle Swarm Optimization (PSO), and Ant Colony 
Optimization (ACO) end up performing poorly, 
especially when factoring in volatility caused by dynamic 
cloud environments, resulting in significant lower 
efficiencies. 
 
With this background, the authors suggested that VM 
placement optimization should be considered with a bio-
inspired approach of Harmony Search Algorithm (HSA) 
[16] in cloud environments. Inspired by musicians' 
improvisation, HSA is a suitable solution that effectively 
explores and exploits [5]. This is intended to lead to 
greater placement adaptability and efficiency for VMs, 
thus enhancing overall cloud resource management [6]. 
HSA is able to deal with highly complex optimization 

problems; in this sense, it has the ability to rapidly adjust 
itself in a dynamic environment [7]. Cloud computing 
delivers the infrastructure, VM placement improves 
resource management, and HSA is a robust optimization 
approach [8][9][10]. The objectives of this research 
include:  

 To develop and implement the HSA to optimize the 
placement of VMs in cloud environments.  

 To enhance resource utilization by ensuring balanced 
and efficient use of CPU, memory, network 
bandwidth, and other resources.  

 To minimize energy consumption in cloud data 
centers by optimizing power usage of physical 
machines and cooling devices.  

 To evaluate the performance of HSA compared to 
traditional algorithms like Genetic Algorithm (GA), 
Particle Swarm Optimization (PSO), and Ant Colony 
Optimization (ACO).  

 To improve the adaptability of VM placement 
strategies to dynamic cloud environments, ensuring 
real-time optimization and stability. 

OBJECTIVES 

Literature Review: Cloud computing offers access to 
shared resources on demand. Hence, now, these resources 
are becoming dynamic everywhere; hence, managing 
them in an efficient manner is important to get a good 
performance and be cost-effective as well. Virtual 
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Machines and VM placement on physical hosts 
significantly impact system performance and energy 
consumption [11]. In practice, it is unlikely that simple 
heuristic algorithms such as greedy and genetic 
algorithms will scale optimally in a complex dynamic 
cloud environment. To overcome this, to the best of our 
knowledge, researchers developed bio-inspired 
algorithms for VM placement optimization like the 
harmony search (HS) algorithm, which mimics 
improvisation between musicians and demonstrates its 
capability in placing different numbers of VMs in a cloud 
structure [12][13]. Therefore, the HS algorithm has good 
performance in cloud computing, supporting energy 
consumption balance and resource utilization [10][12]. 
Though effective in nature, HS can also be used with 
other bio-inspired methods like PSO [15] and ACO to 
optimize VM placement by promoting the goodness of 
both optimization algorithms [16]. Hence, the HS 
algorithm remains a preferred method due to its 
adaptability and effectiveness in global explorations 
which are vital when attempting to enhance cloud 
computing sustainability.  

Research Gaps: The research gap in using the Harmony 
Search (HS) algorithm for VM placement in cloud 
computing lies in the limited exploration of hybrid 
approaches with other bio-inspired algorithms like PSO 
and ACO. There is a need for more studies on dynamic 
adaptability to real-time changes in cloud environments, 
as current implementations often focus on static 
scenarios. Additionally, further research is required to 
optimize energy efficiency and cost-effectiveness, 
addressing the evolving demands of sustainable cloud 
computing.  

Research Scope: The research scope for VM 
placement optimization using the Harmony Search 
(HS) algorithm in cloud computing focuses on 
enhancing scalability, adaptability, and efficiency. It 
involves developing hybrid models by integrating 
HS with other bio-inspired algorithms like PSO and 
ACO to improve overall performance. Additionally, 
there is a need to design HS-based solutions that can 
dynamically adapt to real-time changes in workloads 
and resource availability within cloud environments. 
Another key area of focus is optimizing energy 
consumption and cost efficiency to ensure 
sustainable and cost-effective cloud computing 
operations. 

METHODS 

The proposed approach is to utilize the Harmony Search 
Algorithm (HSA) for improving the optimization of 
virtual machine placement tasks in cloud resource 
management. Real-time data about server status and 
workload pattern is captured as depicted in Figure 1; 
preprocessing techniques are applied to extract the 
features of interest; the resulting algorithm uses HSA for 
dynamically allocating Virtual Machines. The aim is to 
increase resource utilization and potentially reduce 
operational costs in cloud environments.  

 

Figure 1.  Placement of VMs on server conditions 

A. Data Collection and Pre-processing: This research 
uses a dataset collected from practical cloud 
environments. This dataset has properties such as CPU 
utilization, memory usage, and network traffic patterns 
from real-world applications. These metrics will be 
collected from various cloud servers over a period. We 
will use very simple data pre-processing techniques to 
pre-process the input raw data for VM placement 
optimization algorithms in a similar way. Using a 
synthesized dataset, the cloud environment was modeled 
and its performance in terms of QoE when using HSA (Li 
et al. [20]), was evaluated For each VM, the dataset lists 
parameters such as a timestamp (date and time), Vm_id, 
CPU (%); memory in GB; network bandwidth(Mbps) 
disk IO (IOPS): power consumption: Traffic Style 
(/month KBPS ) cooling cost($) The data was gathered 
during multiple intervals to cover fluctuations in 
workload and server state. 

Table 1. Metrics data on CPU utilization, memory usage, and network 
traffic patterns 

 

This module involves collecting real-time metrics from 
cloud servers and pre-processing the data to extract 
features such as CPU utilization, memory usage, and 
network traffic patterns. Pre-processing steps include data 
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cleaning, normalization, and feature extraction to prepare 
the dataset for VM placement optimization. 

B. VM Allocation: Various strategies have been 
developed to optimize the placement of VMs on physical 
hosts within cloud data centers. Figure 2 illustrates the 
taxonomy of these VM allocation methods. Utilizing 
multidimensional resources in an unbalanced manner can 
lead to inefficient resource usage and operational 
anomalies. It is crucial to ensure balanced usage of 
resources across all dimensions proportionate to their 
availability. 

VM placement decisions can incorporate various cost 
factors, including those related to VMs, physical 
infrastructure, cooling systems, data center operations, 
and network traffic, as depicted in Figure 3. The cost of 
cloud services is influenced by multiple components. One 
primary focus is reducing expenses for cloud users, 
particularly the costs associated with VMs. 

 

Figure 2.  Taxonomy of VM allocation methods 

Extensive use of virtualization technology in cloud data 
centers enables optimized resource management and 
reduced operational costs. Cloud computing leverages 
demand-driven resources such as VMs to handle complex 
tasks efficiently. Some VM allocation strategies focus on 
minimizing costs by considering various resource 
parameters, as shown in Figure 4. 

 

Figure 3.  Considered Factors for Cost-aware Methods 

 

Figure 4.  Considered Factors for Resource-aware methods 

Figure 5 highlights the importance of considering traffic-
related parameters, particularly bandwidth, to enhance the 
performance and efficiency of VM allocation. Effective 
traffic management involves accounting for the traffic 
between physical machines, jinteracting VMs, and 
between VMs and their data repositories. 

 

Figure 5.  Considered Factors for traffic-aware methods 

Figure 6 illustrates the factors influencing power-aware 
VM allocation techniques, particularly in multi-site or 
geographically distributed cloud environments. These 
factors include the power consumption of physical 
machines, the number of physical machines and switches, 
and the utilization of network ports. 

 

Figure 6.  Considered Factors for power-aware Methods 
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This research employs resource-aware methods due to 
their comprehensive approach in optimizing multiple 
resources, ensuring balanced and efficient management 
across various dimensions. By focusing on this method, 
the proposed system effectively addresses cloud 
environments' complexity and dynamic nature, enhancing 
overall resource utilization and operational efficiency. 

C. Proposed Harmony Search Algorithm: Various 
optimization algorithms, such as Genetic Algorithm 
(GA), Particle Swarm Optimization (PSO), and Ant 
Colony Optimization (ACO), enhance resource 
management and VM placement. GA, inspired by natural 
selection, evolves solutions using selection, crossover, 
and mutation, making it effective for large search spaces 
and dynamic environments in cloud computing [15]. 
PSO, modeled after birds flocking or fish schooling, 
adjusts particle positions based on personal and 
neighboring experiences, suitable for optimizing VM 
placement [16]. ACO mimics ant foraging behavior to 
find optimal paths, which is useful for VM placement and 
load balancing [17]. In the cloud, musicians' 
improvisation has inspired a new HSA for VM placement. 
HSA uses dynamic workloads and server conditions to 
develop VM allocation strategies that improve the 
resource utilization factor of servers while minimizing 
energy expenditure [18]. The model remembers the best 
solutions (this is called harmony memory), modifies 
existing solutions in some way, and introduces 
randomness when searching for new local sub solutions 
to be combined into an overall final executable topology. 
As HSA adapts better to dynamic environments, due 
consideration is given to reducing the energy 
consumption for sustainable cloud computing in complex 
clouds. 

Algorithm: Harmony Search Algorithm  

1. Initialization  
Define parameters: HMS, HMCR, PAR, max_iterations, VMs,  
Servers, resources, capacities.  
Initialize Harmony Memory (HM) with random solutions.  
2. Harmony Memory Initialization  
For each 𝑖 in HMS:  
Generate a random solution 𝑆𝑖 and evaluate (𝑆𝑖).  
Store 𝑆𝑖 in HM.  
 3. Improvisation  
For each iteration until max_iterations:  
    For each VM 𝑣:  
       With probability HMCR, select 𝑆𝑣 from HM; otherwise,  
       select 𝑆𝑣 randomly.  
       With probability PAR, adjust 𝑆𝑣  
    Evaluate the new solution 𝑆𝑛𝑒𝑤 and 𝑓(𝑆𝑛𝑒𝑤)   
4. Termination  
After max_iterations, return the best solution in HM.  
Evaluate the new solution 𝑆𝑛𝑒𝑤 and 𝑓(𝑆𝑛𝑒𝑤)   

While GA, PSO, and ACO have their respective 
strengths, the HSA was chosen for this research due to its 
superior adaptability and efficiency in handling dynamic 
optimization problems. Unlike GA, which can suffer from 
premature convergence, HSA maintains a diverse set of 
solutions through its harmony memory. Unlike PSO, 
which may get trapped in local optima, HSA's pitch 
adjustment mechanism allows for more thorough 
exploration of the solution space. Additionally [19-21], 
compared to ACO, HSA is more computationally 
efficient, making it better suited for the real-time demands 
of VM placement in cloud environments. 

RESULTS AND DISCUSSION 

Compared with the conventional energy-based VM 
placement method, the HSA has enhanced largely in 
terms of resource use optimization and power saving. By 
imitating the way that musicians improvise, HSA 
outperformed Genetic Algorithm (GA), Particle Swarm 
Optimization (PSO), and Ant Colony Optimization in 
convergence speed and solution quality. The adaptability 
to dynamic workloads was particularly key in ensuring 
that it performed well no matter the circumstance. The 
mechanisms of HSA were able to balance exploration and 
exploitation, avoiding the local optima and reaching 
global ones. That helped save operational costs, reducing 
power consumption, and proficient VM placement, which 
subsequently improved system performance itself & 
reduced latency. 

The experiments were performed in a cloud computing 
testbed consisting of the system. This configuration 
provided a robust environment to test the VM allocation 
strategies and evaluate the performance of HSA under 
various load conditions. 

Table 2.  System configuration 

Processor Intel Xeon E5-2670 v3, 2.3 GHz 

RAM 128 GB DDR4 

Storage 1 TB SSD 

Network 10 Gbps Ethernet 

Operating System Ubuntu Server 20.04 LTS 

The following graphs and tables were plotted to visualize 
the performance metrics and compare the results. 
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Figure 7.  Mean execution time of the algorithm 

Figure 7 demonstrates the mean execution time of each 
algorithm. The HSA shows the shortest execution time at 
45 seconds, outperforming the GA, PSO, and ACO, 
which have higher execution times of 70, 65, and 80 
seconds, respectively. This highlights HSA's efficiency in 
faster task completion. 

Figure 8 compares CPU and memory utilization across 
different algorithms. HSA exhibits lower CPU utilization 
at 75% and memory usage at 68%, indicating more 
efficient resource management compared to GA, PSO, 
and ACO, which show higher utilization rates. This 
suggests that HSA optimizes resource allocation better 
than the other algorithms. 

 

Figure 8.  Resource Utilization for Different Algorithms 

 

Figure 9.  Energy Consumption for Different Algorithms 

The Figure 9 depicts the energy consumption for each 
algorithm. HSA consumes the least energy at 50 kWh, 
followed by PSO at 65 kWh, GA at 70 kWh, and ACO at 
80 kWh. The lower energy consumption of HSA 
underscores its energy efficiency, making it a more 
sustainable choice for cloud resource management. 

 

Figure 10.  Cost analysis for Different Algorithms 

The Figure 10 presents the cost associated with each 
algorithm. HSA incurs the lowest cost at $100, while GA, 
PSO, and ACO have higher costs at $150, $130, and $160, 
respectively. This cost analysis illustrates HSA's cost-
effectiveness, offering a more economical solution for 
cloud resource management. 

 

 

Figure 11.  Network traffic for Different Algorithms 

Figure 11 shows the network traffic generated by each 
algorithm. HSA generates the least network traffic at 5 
Gbps, compared to GA's 8 Gbps, PSO's 6 Gbps, and 
ACO's 7 Gbps. This indicates that HSA efficiently 
minimizes network congestion, enhancing overall system 
performance. 

Table 3. Performance Metrics 

Algorithm 
Execution 
Time (s) 

Energy 
Consumption 

(kWh) 

Network 
Traffic (Gbps) 

HSA 45 50 5 
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GA 70 70 8 

PSO 65 65 6 

ACO 80 80 7 

The performance metrics table summarizes key 
performance metrics, revealing that HSA leads with the 
lowest execution time, energy consumption, and network 
traffic. The data highlights HSA's superior performance 
and efficiency over GA, PSO, and ACO in cloud resource 
management. 

Table 4. Resource Allocation 

Algorithm CPU Utilization (%) Memory Usage (%) 

HSA 75 68 

GA 85 70 

PSO 80 72 

ACO 90 75 

The resource allocation table outlines CPU utilization and 
memory usage for each algorithm. HSA's lower 
percentages in both categories indicate its superior 
resource allocation efficiency, making it a preferable 
choice for optimizing cloud resources compared to GA, 
PSO, and ACO. 

 

 

Table 5. Cost analysis 

Algorithm Cost ($) 

HSA 100 

GA 150 

PSO 130 

ACO 160 

The cost analysis table compares the cost associated with 
each algorithm, showcasing HSA as the most cost-
effective option at $100. GA, PSO, and ACO have higher 
costs, reinforcing HSA's economic advantage in 
managing cloud resources. 

CONCLUSION 

Harmony Search Algorithm (HSA) is proposed in this 
research to better the VM placement within cloud 
environments where it ensures the availability of 
resources without losing efficiency. The bio-inspired 
technique of HSA has been utilized in managing dynamic 
and complex cloud workloads for optimized resource 
usage, thus consuming minimal energy. It was more 
efficient in terms of both convergence speed and 
economical solution quality than the traditional 
algorithms like GA, PSO, and ACO. HSA was well-suited 
for a variety of workloads, as it could be tailored to 
different needs — desktops and notebooks can have 
vastly differing CPU/memory/bandwidth/power 
requirements. This resulted in efficient, economical VM 
placements and cost reduction with sustainability. Future 
work is directed towards a plan to provide further work 
on HSA, including Latency / Security optimization and 
Real-world testing with large-scale clouds as 
applicability. It could significantly improve cloud 
resource management and VM placement if HSA is 
utilized correctly. 
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