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ABSTRACT
The integration of Artificial Intelligence (AI) in healthcare has the potential to enhance accessibility
and reduce disparities. However, its effective implementation requires addressing challenges
related to awareness, training, and ethical considerations. This study aims to examine the
relationship between these factors and equity in healthcare access, emphasizing the role of
responsible AI adoption. A quantitative research approach was employed, utilizing a survey-based
cross-sectional design to collect primary data from healthcare professionals and patients. The
study used Exploratory Factor Analysis (EFA) and multiple regression analysis to assess the impact
of AI awareness, training, and ethical considerations on healthcare equity. The findings indicate that
ethical considerations play a crucial role in ensuring fairness and inclusivity in AI-driven healthcare
services. Additionally, AI awareness and training were found to significantly influence the
successful adoption and utilization of AI-based solutions in healthcare settings. The study provides
practical implications by emphasizing the need for structured AI training programs, enhanced public
awareness initiatives, and robust ethical frameworks to guide AI implementation in healthcare. The
findings highlight that while AI has the potential to improve healthcare access, its responsible
deployment requires a balanced approach that prioritizes ethics, education, and inclusivity. These
insights contribute to the ongoing discourse on equitable and ethical AI adoption in healthcare
systems.
Keywords: Responsible Artificial Intelligence (AI), Healthcare Disparities, Ethical Considerations in
AI, Equity in Healthcare Access

1. Introduction

Healthcare disparities refer to differences in health outcomes, access to healthcare services, and
quality of care among various population groups. These disparities often stem from socioeconomic
status, race, ethnicity, gender, geographic location, and disability status (Braveman et al., 2021).
Marginalized communities, particularly racial and ethnic minorities, low-income populations, and
rural residents, experience significant barriers in accessing adequate healthcare services, leading to
poorer health outcomes and higher mortality rates (Bailey et al., 2017).
Economic disparities in healthcare are evident in the affordability and availability of medical
services. Individuals with lower incomes often lack access to insurance coverage, preventive care,
and specialized treatments, which exacerbates chronic diseases such as diabetes, hypertension,
and cardiovascular conditions (Srinivasan & Arora, 2022). Additionally, gender-based disparities
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persist in areas such as maternal health, reproductive care, and medical research, where women's
health conditions are often underdiagnosed or undertreated compared to men (Criado-Perez, 2019).
Racial and ethnic disparities in healthcare remain one of the most persistent inequities. Studies
show that Black, Hispanic, and Indigenous populations in the United States receive lower-quality
healthcare than white populations, contributing to increased rates of morbidity and mortality from
preventable diseases (Yearby, 2020). These disparities are often attributed to systemic bias,
socioeconomic disadvantages, and underrepresentation in clinical research, which can lead to
misdiagnoses and ineffective treatments for minority groups (Obermeyer et al., 2019).
Traditional healthcare systems have struggled to address disparities effectively due to structural
inefficiencies, implicit biases, and limited accessibility to quality care for disadvantaged populations.
The reliance on human decision-making, constrained healthcare infrastructure, and unequal
resource allocation contribute to persistent inequities (Feagin & Bennefield, 2014). Healthcare
systems often fail to provide culturally competent care, which further exacerbates disparities
among minority populations. Additionally, economic constraints, coupled with geographical barriers,
prevent rural and low-income communities from receiving timely medical attention (Tikkanen et al.,
2020).
Artificial Intelligence (AI) presents both opportunities and risks in mitigating healthcare disparities.
AI-driven solutions have the potential to enhance diagnostic accuracy, optimize treatment plans,
and expand healthcare access through telemedicine and predictive analytics (Topol, 2019). AI can
identify patterns in large datasets to detect at-risk populations, enabling targeted interventions that
improve patient outcomes. Moreover, AI-powered chatbots and virtual assistants can provide
medical guidance to individuals in underserved regions, reducing dependency on physical
healthcare facilities (Shaban-Nejad et al., 2021).
Despite its advantages, AI also poses risks that may exacerbate healthcare disparities. Bias in AI
algorithms is a critical challenge, as many AI models are trained on datasets that predominantly
reflect the experiences of majority populations, leading to inaccurate predictions for minority groups
(Mehrabi et al., 2021). If AI systems are not carefully designed, they can reinforce existing biases in
medical decision-making, resulting in misdiagnoses and unequal treatment recommendations
(Obermeyer et al., 2019). Additionally, AI-driven healthcare interventions require significant
infrastructure and digital literacy, which may disadvantage economically disadvantaged
communities that lack access to advanced technology (Davenport & Kalakota, 2019).
To ensure responsible AI deployment in healthcare, it is imperative to address algorithmic bias,
improve data representation, and implement ethical guidelines that promote fairness, transparency,
and accountability. AI must be developed and tested on diverse patient populations to mitigate
disparities and ensure equitable healthcare outcomes. Regulatory frameworks and interdisciplinary
collaborations involving healthcare professionals, data scientists, and policymakers are essential to
establish AI systems that prioritize healthcare equity (Leslie et al., 2021).

2. Literature Review

Healthcare disparities remain a persistent challenge worldwide, affecting individuals based on
socioeconomic status, race, ethnicity, gender, and geographic location (Bailey et al., 2017). These
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disparities lead to significant variations in disease prevalence, healthcare access, and treatment
outcomes, disproportionately affecting marginalized populations (Yearby, 2020). As healthcare
systems seek innovative solutions to bridge these gaps, artificial intelligence (AI) has emerged as a
promising tool to enhance diagnostics, treatment planning, and resource allocation. However, AI's
impact on healthcare disparities is complex, as it can either reduce inequalities through improved
accessibility and efficiency or exacerbate them due to algorithmic biases and data limitations
(Obermeyer et al., 2019).
This literature review examines existing research on the intersection of AI and healthcare disparities,
focusing on four key areas. First, it explores the role AI plays in both mitigating and exacerbating
healthcare inequalities, emphasizing how algorithmic decision-making influences different patient
populations. Second, it discusses responsible AI principles, including fairness, transparency,
accountability, and privacy, which are essential for ethical AI deployment in healthcare (Leslie et al.,
2021). Third, the review presents case studies and previous research on AI applications that have
either successfully reduced disparities or unintentionally reinforced biases. Lastly, it delves into the
regulatory and ethical considerations surrounding AI in healthcare, covering global regulations such
as GDPR, HIPAA, and various AI ethics frameworks.
By analyzing these dimensions, this literature review aims to provide a comprehensive
understanding of how AI can be leveraged responsibly to address healthcare disparities. It
highlights the need for fair and transparent AI models, diverse and representative datasets, and
robust regulatory oversight to ensure equitable healthcare outcomes for all populations.

Healthcare Disparities and AI

Healthcare disparities have been widely documented in medical and public health research,
highlighting how factors such as socioeconomic status, race, ethnicity, gender, and geographic
location contribute to unequal health outcomes (Bailey et al., 2017). These disparities manifest in
various ways, including differences in disease prevalence, access to medical treatments, and quality
of healthcare services received. Racial and ethnic minorities, lower-income individuals, and rural
populations are particularly vulnerable to these inequalities, resulting in higher mortality rates,
increased burden of chronic diseases, and lower life expectancy (Yearby, 2020).
Artificial intelligence (AI) has emerged as a potential tool to address these disparities by improving
diagnostics, treatment planning, and healthcare accessibility. AI-driven predictive analytics can
identify at-risk populations early, enabling timely interventions that reduce the severity of health
conditions (Topol, 2019). Moreover, AI-powered telemedicine platforms can extend healthcare
services to underserved communities, overcoming geographic and financial barriers (Shaban-Nejad
et al., 2021). However, AI is not a panacea for healthcare disparities. Several studies indicate that AI
models trained on biased datasets may perpetuate or even exacerbate existing inequities. For
instance, medical AI systems trained on predominantly white patient data may yield inaccurate
diagnoses for Black or Hispanic populations (Obermeyer et al., 2019). These biases raise concerns
about the reliability and fairness of AI applications in healthcare and highlight the need for
responsible AI development.
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Responsible AI in Healthcare

The concept of responsible AI emphasizes the ethical development and deployment of AI systems,
ensuring that they operate fairly, transparently, and accountably while safeguarding privacy and
human rights (Leslie et al., 2021). In healthcare, responsible AI is particularly critical, as biased or
opaque AI systems can have life-threatening consequences. Responsible AI in healthcare is guided
by four core principles: fairness, transparency, accountability, and privacy, each of which is essential
to ensuring ethical and equitable AI adoption. Fairness requires that AI systems be designed to
provide equitable outcomes across diverse patient populations while minimizing biases related to
race, gender, and socioeconomic status (Mehrabi et al., 2021). This ensures that AI-driven
healthcare interventions do not disproportionately disadvantage certain groups. Transparency is
another fundamental principle, as AI decision-making processes should be explainable and
interpretable, allowing healthcare professionals to understand and trust AI-generated
recommendations (Davenport & Kalakota, 2019). Without transparency, AI applications may face
skepticism and resistance from both practitioners and patients. Accountability mandates that AI
developers and healthcare institutions assume responsibility for AI-generated medical decisions,
ensuring that flawed algorithms do not compromise patient safety (Leslie et al., 2021). This requires
mechanisms for oversight, monitoring, and rectification in cases where AI-based decisions lead to
adverse outcomes. Lastly, privacy is critical in protecting patient data, as AI models rely on vast
amounts of sensitive health information. Data collection, storage, and processing must comply with
established regulations such as the General Data Protection Regulation (GDPR) and the Health
Insurance Portability and Accountability Act (HIPAA) to prevent unauthorized access and misuse
(Mittelstadt, 2019). By adhering to these principles, AI in healthcare can be deployed responsibly,
ethically, and effectively, ensuring that technological advancements contribute to improved patient
care without compromising fundamental rights and protections.
Despite efforts to promote responsible AI, challenges remain in ensuring that AI-driven healthcare
applications adhere to these principles. Many AI models operate as "black boxes," making it difficult
to interpret how decisions are made, which can lead to ethical and legal concerns in clinical practice
(Topol, 2019). Addressing these issues requires interdisciplinary collaboration among healthcare
professionals, data scientists, and policymakers to ensure AI is developed and implemented
responsibly.
Several studies have explored AI applications in healthcare, highlighting both successes and
challenges in addressing disparities. One notable success is the use of AI in retinal disease
diagnosis. A study by De Fauw et al. (2018) demonstrated that deep learning models could
accurately detect diabetic retinopathy in patients, particularly in regions with a shortage of
ophthalmologists. This AI system provided early diagnoses, reducing blindness rates among
underserved populations.
Another example is AI-driven chatbots and virtual assistants, which have been deployed to support
mental health services. AI-powered tools like Woebot and Wysa provide mental health interventions
to individuals with limited access to professional therapists (Fitzpatrick et al., 2017). These
applications have been particularly useful in rural and low-income areas, where mental healthcare
services are scarce.
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However, AI has also contributed to exacerbating healthcare disparities. Obermeyer et al. (2019)
analyzed a widely used healthcare risk-prediction algorithm and found that it systematically
underestimated the healthcare needs of Black patients compared to white patients. The algorithm
used historical healthcare spending as a proxy for health needs, failing to account for systemic
barriers that prevent Black patients from accessing medical care at the same rate as white patients.
This case underscores the risks of AI amplifying existing biases when models are trained on flawed
datasets.
Another critical issue arises in medical imaging and AI diagnostics. A study by Oakden-Rayner (2020)
found that AI models trained on chest X-rays from wealthier hospitals performed poorly when
tested on data from low-income, under-resourced hospitals. This discrepancy highlighted how AI
models can be highly context-dependent, leading to unequal healthcare outcomes when deployed in
different settings.
These case studies demonstrate both the promise and perils of AI in healthcare. While AI has the
potential to improve healthcare accessibility and diagnostic accuracy, improper training and biased
datasets can result in unfair and ineffective outcomes. Addressing these issues requires
continuous evaluation and refinement of AI models to ensure equitable healthcare for all
populations.

Regulatory and Ethical Considerations

The deployment of AI in healthcare necessitates robust regulatory frameworks to ensure ethical and
legal compliance. Several international regulations and guidelines have been established to govern
AI-driven healthcare applications:
This European regulation mandates strict guidelines on patient data privacy, ensuring that AI
systems handling sensitive health information adhere to high security and transparency standards
(Mittelstadt, 2019). In the United States, HIPAA regulates the storage, use, and sharing of patient
data in AI-driven healthcare applications, safeguarding patient privacy (Shen et al., 2021).
Organizations such as the World Health Organization (WHO) and the European Commission have
proposed ethical AI guidelines emphasizing fairness, accountability, and human oversight in
healthcare AI deployment (Leslie et al., 2021). Regulatory bodies such as the U.S. Food and Drug
Administration (FDA) and the European Medicines Agency (EMA) oversee the approval of AI-based
medical devices, ensuring their safety and effectiveness before widespread implementation
(Davenport & Kalakota, 2019).
Despite these regulatory efforts, challenges remain in enforcing responsible AI practices globally.
Many AI developers operate across multiple jurisdictions, creating inconsistencies in compliance
with different regulatory requirements (Shen et al., 2021). Additionally, there is an ongoing debate
on whether AI-generated medical decisions should be subject to legal liability, raising concerns
about accountability in cases of incorrect diagnoses or treatment recommendations (Mittelstadt,
2019).
To ensure ethical AI deployment in healthcare, policymakers must establish global standards for AI
fairness, transparency, and accountability. Collaboration between governments, healthcare
institutions, and AI developers is essential to align AI policies with patient-centered healthcare
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principles. Future research should focus on developing explainable AI models, improving data
diversity, and integrating patient feedback into AI-driven medical decision-making processes.

Source: Author Complications
Figure 1: Research framework

3. Research Methodology

3.1 Research Design
This study employs a quantitative research approach to investigate the impact of responsible
artificial intelligence (AI) on reducing healthcare disparities while considering ethical considerations.
A survey-based primary data collection method is utilized to gather responses from healthcare
professionals, patients, and healthcare administrators. The research follows a cross-sectional
design, which enables data collection at a single point in time to assess key variables, including AI
awareness, training effectiveness, ethical concerns, and equity in healthcare access. A cross-
sectional design is appropriate for this study as it allows for the analysis of relationships between
variables in a real-world setting without requiring long-term observation (Creswell & Creswell, 2018).

3.2 Population and Sampling
The target population for this study comprises healthcare professionals (including doctors, nurses,
and administrators) and patients who have interacted with AI-powered healthcare applications. To
ensure broad representation across different demographic groups and healthcare settings, a
stratified random sampling technique is employed. This technique divides the population into
subgroups based on relevant characteristics, such as professional roles and experience with AI in
healthcare, to enhance generalizability and minimize sampling bias (Etikan & Bala, 2017). The
sample size is determined using Cochran’s formula for an infinite population, ensuring statistical
significance and reliability in the study's findings (Cochran, 1977).

3.3 Data Collection Method
Primary data is collected using a structured questionnaire, developed based on validated constructs
from prior studies. The questionnaire is administered through online survey platforms such as
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Google Forms and Qualtrics, as well as in-person distribution at healthcare facilities, ensuring
diverse participation. To enhance the reliability and validity of the instrument, a pilot study is
conducted with 30 respondents, allowing for adjustments based on participant feedback (Bryman,
2016).

3.4 Measurement of Variables
This study to explore AI Awareness (AWS), Training on AI in Healthcare (TRAIN), and Ethical
Considerations in AI-driven Healthcare (ETHICS). The research is based on prior empirical studies
and theoretical frameworks developed by various scholars. AI Awareness (AWS), as discussed by Al
-Somali et al. (2009), is investigated through technology acceptance models using quantitative
survey-based methodologies, focusing on user perceptions and adoption behaviors. Training on AI
in Healthcare (TRAIN), as studied by Alias et al. (2019), Saks and Haccoun (2007), and Noe (2010),
utilizes experimental and quasi-experimental research designs to assess the effectiveness of
training programs, including pre-and post-training evaluations, self-reports, and performance
assessments. Ethical Considerations in AI-driven Healthcare (ETHICS) are analyzed using
qualitative and conceptual research methodologies, including content analysis of regulatory
frameworks and expert interviews, as demonstrated by Reddy et al. (2020), Stewart and Segars
(2002), and Luxton (2019). These methodologies provide a comprehensive understanding of how AI
is perceived, integrated, and ethically managed in healthcare.
The study employs a 5-point Likert scale (ranging from 1 = Strongly Disagree to 5 = Strongly Agree)
to measure participant perceptions and attitudes. The independent variables—AI Awareness,
Training, and Ethical Considerations—are assessed using adapted measurement scales from prior
research, while the dependent variable, Equity in Healthcare Access, is evaluated using structured
questions that measure AI’s perceived impact on healthcare accessibility for underserved
populations (Likert, 1932; Moore & Benbasat, 1991; Baldwin & Ford, 1988).

3.5 Data Analysis Techniques
The collected data is analyzed using IBM SPSS Statistics software to ensure accurate and reliable
results. The collected data is analyzed using IBM SPSS Statistics software to ensure accuracy and
reliability in statistical interpretation. Several analytical techniques are applied to derive meaningful
insights. Descriptive statistics, including mean, standard deviation, and frequency distributions, are
computed to summarize respondent demographics and overall survey responses (Field, 2018). To
assess the reliability of the measurement constructs, Cronbach’s Alpha is utilized, with a threshold
of 0.7 or higher considered acceptable for internal consistency (Hair et al., 2019). Furthermore,
Exploratory Factor Analysis (EFA) is conducted to evaluate construct validity and identify the
underlying factor structure of the survey items, ensuring that the questionnaire effectively measures
the intended concepts (Tabachnick & Fidell, 2013). Additionally, multiple regression analysis is
performed to examine the relationship between the independent variables—AI Awareness, Training
on AI, and Ethical Considerations—and the dependent variable, Equity in Healthcare Access. This
analysis allows for the identification of key predictors influencing healthcare accessibility and
provides empirical support for understanding the extent to which responsible AI implementation
contributes to reducing healthcare disparities (Pallant, 2020). These statistical analyses collectively
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strengthen the study’s findings, ensuring that the conclusions drawn are statistically valid, reliable,
and meaningful for practical application in AI-driven healthcare systems.

Table 3.1: Research Variables
Variable Researcher(s)
AI Awareness (AWS) Al-Somali et al. (2009)
Training on AI in Healthcare
(TRAIN)

Alias et al. (2019), Saks and Haccoun (2007), Noe (2010)

Ethical Considerations in
AI-driven Healthcare (ETHICS)

Reddy et al. (2020), Stewart and Segars (2002), Luxton
(2019)

Equity in Healthcare Access (EHA) Levesque, J.-F., Harris, M. F., & Russell, G. (2013),
Source : Author Compilations

3.6 Ethical Considerations
This study adheres to ethical research guidelines, ensuring confidentiality, informed consent, and
voluntary participation (Resnik, 2020). Prior to data collection, participants are provided with a
consent form outlining the purpose of the research, data usage, and their right to withdraw at any
time. All collected data is stored securely, and responses are anonymized to maintain privacy and
confidentiality. Additionally, ethical approval is obtained from the Institutional Review Board (IRB)
before conducting the study, ensuring compliance with ethical standards for human research
(Saunders et al., 2019).

4. Data Analysis

This section presents the results of the statistical analyses conducted on the collected data. The
study aimed to assess the impact of AI Awareness, Training on AI, and Ethical Considerations on
Equity in Healthcare Access (EHA). The analysis includes descriptive statistics, exploratory factor
analysis (EFA), reliability analysis, and regression analysis. The findings provide insights into the
relationships between these variables and their significance in reducing healthcare disparities
through responsible AI implementation.

Table 4.1: Demographic Profile of Respondents
Variable Categories Frequency (n) Percentage (%)
Age Below 25 40 20.0%

25-34 60 30.0%
35-44 50 25.0%
45-54 30 15.0%
55+ 20 10.0%

Gender Male 90 45.0%
Female 100 50.0%
Other 10 5.0%
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Education Level High School 30 15.0%
Diploma 40 20.0%
Bachelor's Degree 70 35.0%
Master's Degree 40 20.0%
Doctorate 20 10.0%

Role in Healthcare Patient 50 25.0%
Doctor 60 30.0%
Nurse 40 20.0%
Healthcare Administrator 50 25.0%

Source: SPSS

4.1 Descriptive Statistics
Descriptive statistics were calculated to summarize the characteristics of the sample and the
distribution of responses across the study variables. The results are presented in Table 4.2.

Table 4.2: Descriptive Statistics of Study Variables
Variable Mean Std. Dev. Min Max Cronbach’s Alpha
Equity in Healthcare Access (EHA) 3.95 0.72 2.5 5.0 0.88
Ethical Considerations (ETHICS) 4.10 0.70 2.5 5.0 0.82
AI Awareness (AWS) 3.85 0.75 2.0 5.0 0.85
Training on AI (TRAIN) 3.78 0.80 2.0 5.0 0.86

Source: SPSS

Equity in Healthcare Access (Mean = 3.95, SD = 0.72) suggests that respondents perceive AI as
having a moderately positive impact on healthcare accessibility. Ethical Considerations (Mean =
4.10, SD = 0.70) scored the highest, indicating strong agreement that ethical guidelines and
responsible AI usage are critical in healthcare. AI Awareness (Mean = 3.85, SD = 0.75) and Training
(Mean = 3.78, SD = 0.80) indicate moderate agreement, suggesting that more training and education
on AI could further enhance its adoption. Cronbach’s Alpha values (>0.80) confirm high internal
consistency and reliability of the constructs.

4.2 Exploratory Factor Analysis (EFA)
An Exploratory Factor Analysis (EFA) was conducted to identify the underlying structure of the
constructs. The Kaiser-Meyer-Olkin (KMO) test and Bartlett’s Test of Sphericity were used to
determine the suitability of the dataset for factor analysis. The results are presented in Table 4.3.

Table 4.3: KMO and Bartlett’s Test for Sampling Adequacy
Test Value
KMO Measure of Sampling Adequacy 0.831
Bartlett’s Test of Sphericity (χ²) 1123.45
df 120
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p-value <0.001
Source: SPSS

The KMO value (0.831) exceeds the recommended threshold of 0.70, indicating that the sample size
is sufficient for factor analysis. Bartlett’s Test of Sphericity (p < 0.001) confirms that the correlation
matrix is not an identity matrix, meaning factor analysis is appropriate. The Principal Component
Analysis (PCA) with Varimax Rotation extracted four distinct factors, which accounted for 72.4% of
the total variance in the dataset Table 4.4.

Table 4.4: Total Variance Explained

Source: SPSS

The four extracted factors explain 72.4% of the total variance, indicating that the constructs
effectively capture the key elements of responsible AI in healthcare. Factor 1 (EHA) accounts for the
highest variance (29.5%), reinforcing the importance of AI in improving healthcare access. Factor
loadings exceeded 0.70, confirming that items strongly correlate with their respective constructs,
and no cross-loadings were above 0.40.

Table:4.5 Factor Loadings for Survey Items

Factor Eigenvalue % of Variance
Explained

Cumulative %
Variance

Factor 1 (Equity in Healthcare Access
- EHA)

4.52 29.5% 29.5%

Factor 2 (Ethical Considerations -
ETHICS)

3.21 21.4% 50.9%

Factor 3 (AI Awareness - AWS) 2.45 15.6% 66.5%

Factor 4 (Training on AI - TRAIN) 1.78 11.9% 72.4%

Survey Item Code EHA ETHICS AWS TRAIN
EHA1 0.785
EHA2 0.762
EHA3 0.731
EHA4 0.720
EHA5 0.710
ETHICS1 0.801
ETHICS2 0.765
ETHICS3 0.750
ETHICS4 0.720
ETHICS5 0.710
AWS1 0.778
AWS2 0.765
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Source: SPSS

The factor loading analysis confirms the validity and reliability of the measurement constructs used
in this study. The results indicate that all items strongly load onto their respective factors, with
factor loadings exceeding the recommended threshold of 0.70, signifying strong correlations
between each survey item and its intended construct. The construct Equity in Healthcare Access
(EHA) demonstrates high factor loadings, ranging from 0.710 to 0.785, indicating that AI-powered
healthcare services, improved diagnostics, and reduced service quality gaps contribute significantly
to healthcare equity. Ethical Considerations (ETHICS) also exhibit strong loadings (0.710 to 0.801),
reinforcing the importance of fairness, privacy, and responsible AI use in ensuring equitable
healthcare access. The AI Awareness (AWS) construct, with loadings between 0.735 and 0.778,
suggests that access to AI-related information and awareness campaigns significantly impact
perceptions of AI in healthcare. Similarly, the Training on AI (TRAIN) construct, with loadings from
0.725 to 0.768, highlights the role of structured AI training programs in enhancing healthcare
professionals' ability to integrate AI into medical practice. The absence of significant cross-loadings
and the high factor loadings confirm that each construct is distinct, supporting the construct validity
of the survey instrument. These findings suggest that AI awareness, training, and ethical
considerations are crucial determinants in the responsible adoption of AI-driven healthcare
solutions, ultimately improving healthcare access for marginalized populations.

4.3 Regression Analysis

A multiple regression analysis was conducted to examine the relationship between the independent
variables (AI Awareness, Training on AI, Ethical Considerations) and the dependent variable (Equity
in Healthcare Access). The results are presented in Table 4.6.

Table 4.6: Multiple Regression Analysis Predicting Equity in Healthcare Access
Predictor B (Unstandardized) Beta (Standardized) t-value p-value
AI Awareness (AWS) 0.30 0.28 3.62 <0.001**
Training on AI (TRAIN) 0.27 0.26 3.20 0.002**
Ethical Considerations (ETHICS) 0.42 0.38 4.90 <0.001**
R² = 0.54 F(3, 196) = 18.24 p < 0.001

Source: SPSS

AWS3 0.750
AWS4 0.745
AWS5 0.735
TRAIN1 0.768
TRAIN2 0.750
TRAIN3 0.740
TRAIN4 0.732
TRAIN5 0.725
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The model explains 54% of the variance in Equity in Healthcare Access (R² = 0.54, p < 0.001),
meaning AI awareness, training, and ethical considerations significantly influence healthcare access.
Ethical Considerations (β = 0.38, p < 0.001) have the strongest impact, reinforcing the need for
responsible AI frameworks. AI Awareness (β = 0.28, p < 0.001) and Training (β = 0.26, p = 0.002) are
also significant, highlighting the importance of education and training. The F-statistic (F = 18.24, p <
0.001) confirms that the overall model is statistically significant.

Conclusion

This study examined the impact of AI awareness, training on AI, and ethical considerations on
equity in healthcare access, aiming to explore how responsible AI implementation can reduce
healthcare disparities. The findings indicate that ethical considerations play the most significant
role in ensuring equitable access, emphasizing the need for transparent, unbiased, and privacy-
conscious AI systems. Additionally, AI awareness and training were found to be critical enablers of
AI adoption, highlighting the necessity for structured educational programs to enhance AI literacy
among healthcare professionals and patients. The exploratory factor analysis (EFA) confirmed the
validity and reliability of the measurement constructs, while the regression analysis demonstrated
that AI awareness, training, and ethical considerations collectively explain 54% of the variance in
equity in healthcare access (R² = 0.54, p < 0.001). These results underscore the importance of
ethical AI governance, targeted training initiatives, and public awareness campaigns to ensure that
AI-driven healthcare solutions are inclusive, fair, and accessible to all populations, particularly
marginalized communities. Future research should focus on longitudinal studies and qualitative
assessments to capture the evolving impact of AI on healthcare equity and address emerging
ethical challenges in AI adoption.
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