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1. INTRODUCTION 

An period of unparalleled challenges and worldwide uncertainty has been brought about by the COVID-19 
pandemic, that started in late 2019 with the advent of the newly discovered coronavirus SARS-CoV-2. This viral 
outbreak has disrupted every facet of human existence, affecting public health, economies, and daily life on an 
unprecedented scale. In the face of these daunting complexities, the imperative to predict and understand the 
consequences of the virus has never been more urgent. One of the most promising tools for addressing this challenge 
is the realm of deep learning, particularly the application of LSTM networks. In the past decade, Neural Networks 
(NN), Deep Learning (DL), and Artificial Intelligence (AI) have become ubiquitous, driving innovations across a 
spectrum of technological domains. These advancements have left an perpetual mark on fields like a signal 
processing, pattern recognition, image classification, and computer vision, with their tangible impacts exemplified 
in everyday virtual assistants like Apple Siri, Google Assistant, and Microsoft Cortana. These intelligent companions 
rely on signal processing (SP), speech recognition (SR), natural language processing (NLP), and DL, all underpinned 
by ANN—the foundational pillars. 
 
Recent years have witnessed the ascension of NN, and DL to the forefront of technological innovation. Their 
accomplishments have been highlighted not only within the scientific community but also in mainstream media. 
The proliferation of open-source libraries like TensorFlow, PyTorch, Keras, and Flux.jl has democratized access to 
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these technologies, fostering their widespread adoption and adaptability. Within the context of this research, 
several methodologies deserve our attention alongside LSTM networks. The Neural Network referred in the context 
of current work are also called ANN. ANNs are massively parallel systems having a huge number of interconnected 
neurons or simple processors implemented as computational algorithms. They come under a category of 
information processing system, working in the same way as the human brain processes information. Deep learning 
(DL) is a particular technique of   machine learning that integrates the artificial neural networks in successive layers 
for the iterative learning from the input data. DL gives you the edge when you need to learn patterns from 
unstructured data. DL implementations has the computational nodes created and networked, with each node 
specializing in a particular aspect of the learning process, replicating how humans’ read, analyze, and decode 
information and accordingly make the decisions [12].  
 
DL enables computers to be trained to handle complex situations and unclear abstractions. Deep learning networks 
(DLN) are extensively utilized for computer vision tasks, speech recognition, and image and video analytics and 
processing. Deep learning is the new edge in automated decision making. ML and DL offers potential value to the 
applications designed for big data analytics and help them to find the insights by better understanding of the subtle 
changes. It is apparent that many events in companies and sectors are too complex to be fully understood by a single 
question. Rather, an advanced solution that can reveal hidden patterns and predict future events is needed [2][13]. 
In this experimentation, application of a type of DLN called as LSTM for the problem of COVID 19 [3][14] related 
forecast. This is an application of the DLN for the regression analysis. 
 
ANNs have been a part of our technology landscape for a long time, dating back to the 1940s and 1960s. This era 
saw the introduction of biological learning [1], as well as the deployment of the first ANN models, most notably the 
perceptron by Rosenblatt in 1958[3], this was focused on the training of a single neuron. The further developments 
were having connectionist approach of the 1980–1995 era, It gave us the back-propagation algorithm for training a 
NN with one or two hidden layers [4]. The current phase of development in ANN is also referred as third phase. This 
phase is focused on a key concept called as deep learning (DL), it started around 2006 [7][8][9], as the hardware 
capable of supporting deep Learning are in reach of common people, this phase is moving beyond the theory 
towards practical implementations and realizable applications. 
 
Traditional time series forecasting methods, such as SARIMA, and ARIMA have long served as the bedrock of time-
dependent data analysis. A comparative examination of these conventional approaches vis-à-vis the deep learning 
methods elucidated in this research promises invaluable insights. RNNs, a specialized subclass of artificial neural 
networks, are tailor-made for processing sequential data. In the present research, RNNs and their sophisticated 
variants play a pivotal role in capturing the temporal dependencies embedded within the COVID-19 data, endowing 
them with the power of prediction. Advanced adaptations of traditional RNNs, including Bidirectional LSTMs and 
Time Distributed LSTMs, enrich the network's ability to analyze sequential data by assimilating information from 
both past and future time steps. These extensions serve as indispensable components within the research's deep 
learning framework. Time Distributed LSTMs: Time Distributed LSTMs represent a significant stride in the 
evolution of the LSTM architecture, meticulously engineered to process data sequences over time. Their invaluable 
contribution comes to the fore when working with data structured in a temporal format. In this research, Time 
Distributed LSTMs significantly enhance the model's proficiency in generating predictions based on time series 
data. 
 
Bidirectional LSTMs, as their name implies, operate bidirectionally when processing data sequences. This dual 
perspective empowers them to capture context from both preceding and succeeding time steps concurrently, 
making them pivotal in decoding the intricate patterns embedded within COVID-19 data. The introductory section 
of this research paper serves to establish the context and provide an expansive backdrop for the application of LSTM 
networks in forecasting the consequences of the COVID-19 pandemic. The study embarks on a journey to explore 
the evolution of deep learning techniques, anchored by LSTM networks, and how they stand in comparison to more 
traditional time series analysis methodologies like SARIMA ARIMA. It underscores the immense potential 
encapsulated within these advanced methodologies for addressing the unique challenges posed by the pandemic. 
The COVID-19 pandemic has underscored the need for innovative approaches to fathom and mitigate its 
repercussions. LSTM networks, as demonstrated in this research, proffer a potent tool for forecasting the 
consequences of the virus's propagation. By fusing data-driven insights with the potency of deep learning, we can 
make more enlightened decisions, allocate resources more judiciously, and ultimately strive toward a safer, more 
resilient future. This research significantly contributes to the burgeoning body of knowledge concerning the 
application of DL in epidemiology and public healthcare. It is our fervent hope that this endeavor will ignite further 
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exploration and innovation within this pivotal domain, serving  as a beacon of light amid these challenging 
times. 
 

2. COMPARATIVE ANALYSIS OF VARIOUS MODELS FOR TIME SERIES FORECASTING 

In today's data-driven world, effective predictive modeling is essential for informed decision-making. Time series 
forecasting is a critical component of predictive analytics, enabling the understanding and anticipation of trends 
from historical data. This comparative study explores the strengths, weaknesses, and real-world applications of 
diverse time series forecasting models, including ARIMA, ANN, RNN, LSTM networks, and their extensions. By 
examining practicality, prediction accuracy, and computational aspects, it provides valuable insights for 
researchers, practitioners, and decision-makers in various domains.   

2.1 Recurrent Neural Networks: 

This type of NN processes sequential data, while processing the sequential values the output from preceding steps 
are provided as a input to the current step. In a conventional NN, all inputs and outputs do not dependent on one 
another, and inputs are supposed to be fed all at a time as a pattern or a vector for a classification type of a problems. 
However, while  predicting the following word of a sentence, the prior words are necessary, and hence the previous 
words must be recalled [15]. This resulted in the invention of RNNs, that addressed the issue by include a Hidden 
Layer. The Hidden state, which is responsible for maintaining temporal information inside a sequence, is crucial to 
RNNs. 
 
Feedforward Networks and its limitation 
 
Before getting into the details of LSTMs, and RNNs, it's a good idea to first learn about feedforward networks. These 
networks are named after their method of routing information via a series of mathematical procedures executed at 
the network's nodes. Information flows straight without returning to a single node in feedforward networks, but 
RNNs and LSTMs cycle it through a loop, earning them the label "recurrent." This recurrent behavior is 
demonstrated by LSTMs, a specialized kind of RNN [16].  

 

Fig. 1. Typical Feedforward Neural Network  

The feedforward networks take the input patterns and produces a corresponding output indicating the category of 
the input, this will be a tag or class name in case of a classification problem with supervised learning. In this way 
the input data is classified into categories, an example can be input image is classified as an object as bus, car or 
human being. This is described in Fig 1, where we can see the input data value is classified in three classes. 
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A feedforward network undergoes training on labeled data until the classification error is minimized. The training 
process gives a set of parameters consisting of weights and biases, collectively this is called as a model. The trained 
model can further be exposed to the testing data such as a set of unseen photographs, other than the ones used for 
the training. The prediction for one set of photos will not affect the next predictions as all the predictions are 
independent of each other and that is quite natural. 
 
In effect a feedforward network has no notion of order in time, or there is no temporal relation between the 
predictions. The only input it considers is the current data. This becomes a limitation when the current prediction 
depends on past data, one such example can be the weather forecasting. This has served as the impetus behind the 
design of RNNs. 
 
For traditional neural networks, each input and output is unrelated to the others. They lack of temporal memory of 
the input sequential data. The RNNs addressed this limitation with the help of a Hidden Layers (HL) as depicted in 
figure 2. The fundamental and primary characteristic of RNN is the Hidden state, that retains important data of a 
sequence to a certain extent [17].  
 

 

Fig. 2. Typical Neural Network Flow Diagram 

 Recurrent Neural Networks (RNNs) have a memory notion that allows them to save information from past 
calculations. They generate the output by using a consistent set of parameters for each input and conducting the 
same operation across all inputs or hidden layers. This reduces parameter complexity when compared to other 
forms of neural networks. 

 

Fig. 3. Typical Neural Network Flow Diagram 

As shown in Fig. 3, consider a neural network with a single input, one output, and three hidden layers (HL). The 
network is made up of three independent HLs, each one having their own set of biases and weights (w1, b1), (w2, 
b2), and (w3, b3). This represents each layer's independence, showing that they do not retain knowledge from prior 
outputs. It’s a memoryless system. 
 

 

Fig. 4 RNN with Input from Previous step 

If the data has to be processed by the RNN then it will perform the following steps: RNN gives all layers the same 
weights and biases, changing independent activations into interdependent activations. This operation further 
reduces the complexity of increasing parameters. The output of current time instance is given back to same layer. It 
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allows the RNN to retain past output by feeding it into the next hidden layer. Furthermore, the three HL are merged 
into a single recurrent layer with the same weights and bias as the other hidden layers. 
 
𝑎𝑡 = f(𝑎(t−1), 𝐶𝑡)                                                    (1) 

 
Where, ht : present  state , ht-1 : preceding state,   Xt ∶ input state 
 
The equation 2 describes activation function, 
 At= tanh(BhhAt−1+BxhCt)                                                                       (2) 
Where,  𝐵ℎ ℎ ∶  𝑤𝑒𝑖𝑔ℎ𝑡 𝑎𝑡 𝑟𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑛𝑒𝑢𝑟𝑜𝑛, 𝑎𝑛𝑑 𝐵𝑥ℎ  𝑊𝑒𝑖𝑔ℎ𝑡 𝑎𝑡 𝑖𝑛𝑝𝑢𝑡 𝑛𝑒𝑢𝑟𝑜𝑛 
   
   And the output is given by: 
yt = Why ht                                                    (3) 

Where: 𝑦𝑡 ∶  output, why    ∶   weight at output layer 

 
2.1.1 Backpropagation Through Time (BPTT) 
 
RNNs' goal is to classify sequential input while taking time into account. An RNN's training procedure is similar to 
that of a typical Artificial Neural Network (ANN). There is a modest adjustment to the backpropagation method. 
Because the parameters are shared across all time steps in the network, a gradient at each output is influenced not 
just by the present time step, but also by the time steps that preceded it[18].  
 
Backpropagation in feedforward networks travels backwards from the ultimate mistake in the output, adjusting 
inputs, weights, and biases for every hidden layer in the network. These weights are modified based on their share 
of the error, which is determined using partial derivative(E/w). These partial derivatives are then employed in the 
learning process to adjust the weights in the direction of reducing error, similar to gradient descent. 
 
RNNs use a backpropagation extension known as backpropagation over time (BPTT). In this context, time is defined 
as a clearly defined ordered collection of computations that link one time step to the next, comprising all 
backpropagation processes inside the execution cycle. Whether recurrent or not, artificial neural networks (ANNs) 
are fundamentally layered complex functions like f(g(h(x))). The addition of a time factor simply broadens the set 
of functions whose derivatives are determined using the chain rule. 
 
Truncated BPTT is a related idea that serves as an approximation of complete BPTT, specifically tailored for 
extended sequences. Over multiple time steps, the computing cost per parameter update of the entire BPTT 
increases. The gradient can only flow back so far due to the truncation, restricting the network's ability to learn 
dependencies as far as full BPTT [19].  
 
2.1.2 Vanishing (and Exploding) Gradients 
 
RNNs have been a part of our technology landscape for a long time. However, during the 1990s, the vanishing 
gradient problem posed a substantial obstacle to recurrent net performance. The error gradient represents the 
change in all weights as a result of the error change. When the gradient is insufficiently significant, the weights 
cannot be modified in a direction that lowers error, resulting in learning difficulties and the learning process being 
halted. Recurrent nets found instability when attempting to connect a final output to events that occurred many 
time steps earlier. Determining the right priority to allocate to distant inputs is difficult since information going 
through neural nets is multiplied numerous times, leading gradients to become very small or explode depending on 
factors such as learning rate and network circumstances. Vanishing or inflating gradients are a prevalent problem 
in DLN, which connect layers and time steps by multiplication. Because explosive gradients can be trimmed or 
compressed, dealing with them is quite simple. However, vanishing gradients offer a more complex difficulty since 
they become small enough for computers to manage or for networks to learn properly. LSTM networks were created 
around the mid-1990s to address the problem of disappearing gradients [20].  
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2.1.3 RNN Extensions 

RNNs have advanced in the form of complex variants designed to address limitations in the vanilla or traditional 
RNN model. Some notable versions are listed below. Bidirectional RNNs work on the basis that the outcome at time 
't' is influenced by both past and future elements in the sequence. For example, when forecasting a missing number 
in a series, it is critical to account both past and future context. Bidirectional RNNs are simple: they are made up of 
two RNNs layered on top of one another. As shown in Figure 5, the output is calculated depending on the hidden 
state(HS) for both RNNs. 
 

 

Fig. 5. Conceptual Diagram for Bidirectional RNN 

Deep (Bidirectional) RNNs are similar to Bidirectional RNNs, only that these RNNs have multiple layers per time 
step. Addition of deep layers gives higher learning capacity provided lots of training data is there and you have to 
train a set of hyperparameters. Figure 6 shows the Conceptual Diagram for Deep Bidirectional RNNs [21][33][34].  
 
These days, LSTM networks are fairly common. Despite the exception of the concealed state, they inherit the precise 
design of ordinary RNNs. The prior state and the present input are used as inputs to the memory of LSTMs (called 
cells). These cells internally select what to maintain and what to delete from memory [22][35]. The prior state, 
current memory, and input are then combined. This method addresses the vanishing gradient issue quickly. 
 
 

 

Fig. 6. Conceptual Diagram for Deep Bidirectional RNN 

While Deep (Bidirectional) RNNs and Bidirectional RNNs are comparable, they are not the same since they contain 
many layers at each time step. Deep layers improve learning capacity, assuming adequate training data and the 
requirement to optimize a set of hyperparameters. Figure 6 depicts the Deep Bidirectional RNN Conceptual Diagram 
[21][41]. LSTMs have grown in prominence in recent years. With the noteworthy exception of the concealed state, 
they retain the underlying design of ordinary RNNs. Memory (referred to as cells) in LSTMs absorbs input from both 
the prior and present states. These cells make the internal decision about what to retain in memory and what to 
remove [22][36]. They then integrate the past state, present memory, and input, solving the vanishing gradient 
problem. 
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2.2   LSTM Networks  
 
In the mid-1990s, German researchers Sepp Hochreiter and Juergen Schmid Huber introduced a recurrent nett 
version that included LSTMs. LSTM network were created to tackle the vanishing gradient problem and remember 
information for longer periods of time than standard RNNs. Because LSTMs are able to maintain a constant error, 
they may learn across several time steps and backpropagate across layers and time. By keeping a more consistent 
error, LSTMs allow RNNs keep learning across huge time steps (over 1000), enabling a channel to remotely link the 
causes and consequences. Since artificial intelligence and machine learning algorithms frequently operate in 
environments with weak, delayed, and sparse forwarding signals, this is one of the most challenging problems for 
them [25][38][39]. The equations in table 1 explain the most popular version of LSTM, and the matching LSTM cell 
is depicted in Figure 7.  
 

 
Fig. 7. Conceptual Diagram for Long Short-Term Memory Network Cell 

 
Gated cells are used by LSTMs to retain information after the RNN's normal development. These cells give the 
network the ability to store and retrieve data inside of them, among other data manipulation capabilities. Cells are 
able to make decisions on their own based on information, and they can act by opening or closing gates. LSTM has 
an edge over standard RNNs in these types of tasks due to its long-term memory retention. Conceptually, LSTM is 
often depicted as a memory cell (cell state), denoted as ct, that may be subjected to write, read, and reset operations 
based on the forget gate (ft), input gate (it), and output gate (ot). The main distinction between these gates and basic 
RNNs is that the former utilise the sigmoid activation function, which restricts outputs to values between 0 and 1, 
while the latter use the tanh activation function. All of these gates change over time. These gates therefore have 
components that may be interpreted as ranging from completely off (0), which prevents information flow, to totally 
on (1), which permits unrestricted information flow. 
 
Table 1 Gates in a conventional LSTM and their functions 
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The components of the preceding cell state, ct-1, combine with the candidate update, ct, based on the forget gate, ft, 
and the input gate, it.  Further, the new hidden state ht is generated by applying the memory cell with the final 
activation function and then the elements are weighting according to the output gate ot. The vanishing gradient 
problem is addressed by the formation of the cell state which acts as a memory cell.  The forget gate modulates the 
path between previous and current cell state (ct-1 and ct), the forget gate decides what information to remembers 
and what to forget hence giving a notion of LSTM to the LSTM cell. Here is an example using python pseudo code- 
 

 
 
In a nutshell the control flow of an LSTM network consists of a limited number of tensor operation plus a for loop. 
Predictions can be made using the concealed states. The LSTM can identify the importance of information to keep 
or eliminate during sequence processing by incorporating these techniques. In the ever-evolving landscape of data 
analysis and prediction, a spectrum of machine learning techniques and models plays a critical role. These include 
ANNs, SARIMA/ARIMA models, RNNs and their extensions, Time Distributed LSTMs, and Bidirectional LSTMs. Each 
of these models offers a unique set of characteristics, encompassing factors like training time, prediction accuracy, 
interpretability, complexity, scalability, memory efficiency, parallel processing capabilities, scoring metrics, 
hyperparameter tuning requirements, model selection methods, and real-world applications. Understanding these 
distinctions is essential for making informed decisions when selecting the most appropriate tool for addressing 
specific data-related challenges efficiently and effectively. The following Table 2 describes the comparative study of 
various methods.  
 
Table 2: Comparative Investigation of diverse methods for Data Prediction and Analysis 

Artificial Neural 
Networks (ANN) 

SARIMA/ARIMA Recurrent 
Neural 
Networks  

RNN 
Extensions 

Time Distributed 
LSTMs 

Bidirectional 
LSTMs 

Training Time Depends on data Long Short Moderate Moderate 
Prediction 
Accuracy 

Moderate to High Moderate to High High Moderate to High Moderate to 
High 

Interpretability High Low Moderate Low Low 
Complexity Low to High Low to High Low to High Moderate to High Moderate to 

High 
Scalability Scalable Scalable Limited Scalable Scalable 
Benchmarking 
Tools 

Various tools TensorFlow, 
Keras, PyTorch, 
etc. 

R's forecast TensorFlow, Keras, 
PyTorch, etc. 

TensorFlow, 
Keras, 
PyTorch, etc. 

Memory 
Efficiency 

- Moderate High Moderate Moderate 

Parallel 
Processing 

Supported Supported Not 
Supported 

Supported Supported 

Scoring Metrics ROC AUC, F1-
score, RMSE, etc. 

Accuracy, Loss, 
ROC AUC, F1-
score, RMSE, etc. 

AIC, BIC, 
RMSE, 
etc. 

Accuracy, Loss, ROC 
AUC, F1-score, 
RMSE, etc. 

Accuracy, 
Loss, ROC 
AUC, F1-
score,etc. 

Hyperparameter 
Tuning 

Required Required Limited Required Required 
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Model Selection Cross-validation, 
Grid 
Search, etc. 

Cross-validation, 
Grid 
Search, etc. 

Information 
Criterion 

Cross-validation, 
Grid 
Search, etc. 

Cross-
validation, 
Grid 
Search, etc. 

Real-world 
Applications 

Fraud Detection, 
Recommender 
Systems, 
Sentiment 
Analysis, etc. 

Image 
recognition, 
Natural 
Language 
Processing, 
Time Series 
Analysis, etc. 

Time Series 
Forecasting, 
Anomaly 
Detection, 
etc. 

Natural Language 
Processing, Speech 
Recognition, 
Language 
Translation, etc. 
Speech Recognition, 
Sequence 
Generation, etc. 

Sequence 
Generation, 
Handwriting 
Recognition, 
Anomaly 
Detection, 
etc. 

 

3. COVID DISEASE FORECASTING METHODOLOGY  

A viral virus captured global interest in early 2020 due to its extraordinary speed of transmission and infections. 
This virus is considered to have started in a food market in Wuhan, China, in December 2019, and has since spread 
to countries as far away as the United States, the United Kingdom, and the Gulf countries [27][40]. Officially known 
as SARS-CoV-2, it has caused 10.2 million illnesses and 502 fatalities globally. With 2.6 million illnesses and 128 
thousand deaths as of the end of July 2020, the United States of America is the most impacted country. COVID-19, 
abbreviation for coronavirus disease 2019, is caused by SARS-CoV-2. The daily status of COVID-19 is used as input 
in this investigation, using data published from John Hopkins University [28][42][43]. The input data analyzed is 
valid till May 27 and is passed into the neural networks shown below. 
 
1. Recurrent Neural Network    2. Time Distributed LSTMs   3. Bidirectional LSTMs 
The forecast is compared to the actual figures. The input dataset contains COVID-19 pandemic statistics for a period 
of 115 days and is provided as follows:    
 
1. Worldwide Confirmed Cases, 2.Global Mortality, 3. Global Economic Recovery 4. Cases Confirmed in India, 5. 
India's Fatalities, 5. Indian Recoveries, 6. Confirmed Cases in the United States, 7. Deaths in the United States, 8. 
Recovery in the United States
Figure 8 shows the data point graph. 

 
Fig. 8. COVID19 Data Plot (Actual Figures scaled by100000 on Y-axis) 

 
The nine sequences stated above show correlation and can be used as input in both univariate and multivariate 
modes. They are fed into RNNs and LSTMs to anticipate future figures. To measure mistakes, these projections are 
compared to actual figures. For LSTM implementation, the Keras framework  is used[26][44][45]. 
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The Keras framework was created by Francois Chollet, a Developer/Researcher at Google AI, and used Theano as 
its default backend until version 1.1.0. Following that, Keras introduced backend support for TensorFlow, and with 
the release of Keras v1.1.0, TensorFlow became the default and most extensively used backend. Following the June 
2019 launch of TensorFlow 2.0, Google recognized Keras as the official high-level TensorFlow API, facilitating model 
construction and training. Keras v2.3.0, released on September 17th, 2019, signified the synchronization of Keras 
with tf.keras[27][46][47].  
 
3.1 LSTM Implementation using Keras 
 
Implementation of any ANN model requires a set of process to be followed. Figure 9 depicts an overview of the 
seven processes in the artificial neural network model life-cycle in Keras, with five important steps, one data input 
stage, and one optimization step (hyper-parameter tweaking) included[28][48]. 
 

 
 

Fig. 9. Seven-stage Life Cycle for Neural Network Models 
 
The life-cycle depicted above will be discussed in detail for two types of LSTMs namely Time Distributed LSTMs and 
Bidirectional LSTMs.  
 
3.2 Time Distributed LSTM Model 
 
The following discussion will centre on the sequential LSTM model. The sequential approach is suited for a simple 
stack of layers, with each layer containing exactly one input tensor and one output tensor. It represents a layer stack 
in a linear fashion. Although having well-defined and ostensibly user-friendly interfaces, such as those provided by 
the Keras framework, configuring and using LSTMs to random sequence prediction tasks can be 
difficult[29][49][50]. 
 
3.2.1 Preparing the data 
 
The LSTM's recurrent layer, known as LSTM(), is made up of memory units, and it is followed by a fully connected 
layer known as Dense(), which serves as the output prediction layer. The input layer's shape is established by the 
first HL of the LSTM network, which also specifies the anticipated number of inputs. Three-dimensional (3D) input 
with the following samples, time steps, and attributes is required: 
 
Samples: Represent the data's readings or rows. 
Time steps: A sequence of earlier observations for a feature that captures the past time scale for that specific 
characteristic in a given sample. 
Features: Correspond to data columns or properties. To comply with the LSTM specifications, the input must be 
moulded into a collection of [Sample, Time steps, Features]. 
 
As mentioned in section four, the data was initially provided as a 2D matrix having 115 rows and 9 columns. In the 
current prediction scenario, the challenge is given to perform multivariate and multistep sequence prediction. It 
involves taking in a large number of variables for input and forecasting a large number of variables as output. Each 
input sample has many time steps[30][51][52]. 
 
Scaling is deemed useful due to the high numeric values in the incoming data. As a result, the min-max scalar 
transformation is used to scale the data between 0 and 1. The data is reshaped in order to integrate time steps into 
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each sample. This entails taking into account the previous N measurements for each row and putting them together 
to generate a composite sample object. Out of the 115 samples, 88 are for training and 19 are for testing. With N=4 
(number of time steps), the original input shape is [88, 9], and after 4 time steps of reshaping, it becomes [88, 4, 9]. 
 
3.2.1 Define the model 
 
The TimeDistributed layers allow for the extraction of more complex time dependencies within samples. This 
wrapper allows you to apply a layer to each time step (temporal slice) of an input. As previously stated, the input 
should be at least 3D (sample, timestep, and features), with index one serving as the temporal dimension. The 
TimeDistributed wrapper layer must meet the following criteria: 
 
1. The input must be three-dimensional - The final LSTM layer before the TimeDistributed wrapped Dense layer 
must be configured to return sequences (e.g., set return_sequences=True). 
2. The output will be Three Dimensional- If the TimeDistributed wrapped Dense layer is the output layer 
predicting a sequence, the output or y array must be reshaped into a 3D vector with time steps matching the input 
sample time steps. 
 
The "return_sequences" option must be set to true in order for the LSTM hidden layer to be configured to return 
sequences instead of single values. 
 
# create LSTM 
model = tf.keras.Sequential() 
model.add(layers.LSTM(neurons, activation='relu',input_shape=(n_steps, n_features), return_sequences=True)) 
 
As a result, each LSTM unit will generate a series of n_steps outputs, one for each time step in the input data. On the 
output layer, the TimeDistributed layer is used to act as a fully interconnected Dense layer having an output 
corresponding to n_features. 
 
model.add(layers.TimeDistributed(layers.Dense(n_features))) 
 
The presence of n_features outputs in the output layer is critical; these represent the output data columns. Given 
that this is a multivariate prediction issue, the numerous outputs represent the aim to create one time step from the 
sequence for each time step in the input. This is accomplished by the TimeDistributed layer, which processes n_steps 
time steps of the input sequence at the same time. 
 
One time step at a time, the TimeDistributed layer applies the same Dense layer (with the same weights) to the 
LSTM outputs. This technique allows the output layer to connect to each LSTM cell with only one connection. This 
technique therefore decreases network capacity, requiring an increase in the quantity of training epochs. 
 
The full model definition is given below: 
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3.2.3 Compile the model 
 
Compiling is a necessary step after defining the model. It is required both before using an optimisation technique 
for training as well as after loading a set of pre-trained weights from a save file. The main reason for doing this is 
that compilation creates an effective representation of the network, that is necessary for generating predictions on 
your hardware. 
 
The completely linked or Dense() output layer is crucial. This layer precisely matches with the one-to-one mapping 
of sample time steps. Each neurone in this layer corresponds to one weight and bias for each LSTM unit in the 
preceding layer. As a result, the problem is framed and learned in line with its definition, keeping a one-to-one 
mapping between input and output and segregating the internal process for each time step. Because the dense layer 
processes one time step at a time, it also contributes to network simplification by needing fewer weights. The 
network's compilation yields the following outcomes: 
 
Model: "sequential_1" 
 

 
There are 44,909 parameters in the LSTM layer. This computation is generated from the number of inputs (9, 
indicating the number of features) and the number of outputs (100, representing the 100 units in the hidden layer), 
which are computed as follows:   
 
n1 = 4 * ((inputs + 1) * outputs + outputs^2) 
n1 = 4 * ((9 + 1) *100 + 100^2) 
n1 = 4 * 11000 
n1 = 44000 
 
Furthermore, the fully connected layer has only 9 parameters: the number of inputs (100, reflecting the preceding 
layer's 100 inputs), the number of outputs (1, corresponding to the layer's single neurone), and the bias. 
 
n2 = inputs * outputs + outputs 
n2 = 100 * 9 + 9 
n2 = 909 
total parameters = n = n1+ n2 = 44,909 
 
3.2.5 Fit and Evaluate the model 
 
Once the compilation is complete, the network can be fitted, which involves adjusting weights on the training 
dataset. This fitting step necessitates specifying the training data and ensuring that it corresponds to the input and 
output data shapes defined during the model's construction and compilation. The backpropagation technique is 
used to update the network throughout the training process. Following that, optimisation is performed using the 
selected optimisation algorithm and loss function from the compilation process. The backpropagation algorithm 
iteratively trains the network on the training dataset for a set number of cycles or epochs. The following commands 
are used to carry out this training: 
 
# fit model 
history = model.fit(X, Y,batch_size=n_batch, epochs=n_epoch, verbose=0) 
The network can be evaluated on the training data, but as it has seen all the training data before, better insights are 
possible only on the testing data. The model performance is evaluated to estimate the loss across the test patterns. 
Other metrics such as classification accuracy are also the possible output of network evaluation process. 
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# evaluate model 
loss = model.evaluate(Xt, Yt, verbose=2) 
print (“MAE: %f" %loss) 
Output: 
1/1 - 0s - loss: 0.0097 
MAE: 0.009734 
The model loss plot is given below in Figure 10 as a result of the training process.  
 
3.2.6 Make Predictions 
 
When the model has reached the required level of performance, it can be used to predict outcomes on new data by 
executing the predict() method on the model with an array of new input patterns. A example input data visualisation 
is shown below, exhibiting a single normalised sample with four time steps and nine columns: 
 
Shape :((1, 4, 9), 
array([[[0.8298591 , 0.8645963 , 0.7587625 , 0.6216464 , 0.65795887, 0.49018234, 0.8563877 , 0.85249114, 
0.7267267 ], [0.84978914, 0.8816958 , 0.7807975 , 0.6585363 , 0.6913967, 0.52264494, 0.87471825, 0.86959463, 
0.74147093], [0.8683377 , 0.8958507 , 0.8124387 , 0.69287795, 0.73180073, 0.56396097, 0.8921734 , 0.887791  
, 0.79192626], [0.88510466, 0.90675   , 0.8321391 , 0.7408989 , 0.7704632 ,           0.6126987 , 0.9056015 , 0.8960272 
, 0.8054707 ]]], dtype=float32)) 
# demonstrate prediction 
yhat = model.predict(x_input, verbose=0) 
yhat,yhat.shape 
 
Output: 
(array ([[[0.76646   , 0.9782676 , 0.77557725, 0.6167766 , 0.58303535, 0.38767594, 0.8497515 , 1.0831983 , 
0.8218566 ], [0.9142243 , 0.98353875, 0.8136648 , 0.64108723, 0.5122521 , 0.53985286, 0.8494971 , 1.0338019 
, 0.8567422 ], [0.9716994 , 1.0278854 , 0.8781567 , 0.7336014 , 0.547858  , 0.6684656 , 0.87964684, 1.1155745 , 
0.9724355 ], [1.0361695 , 1.0794674 , 0.942116  , 0.806292  , 0.5749702 , 0.78490067, 0.91305393, 1.194532  , 
1.080696  ]]], dtype=float32), (1, 4, 9)) 
 
The output is the next set of COVID19 cases for the given input, it gives the three-dimensional output. Further the 
predictions are calculated for set of inputs and plotted on the actual graph, it can be seen in Figure 11, further the 
predictions were also made by a simple LSTM network with two HLs, and its output shown in Figure 12, the Time 
distributed LSTMs have given better prediction. 
 

 
Fig. 10. Output of the Network training 
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3.3 Tune Hyper-Parameters 
Machine learning models are parameterized and for a given problem their performance can be tuned. These models 
do have many parameters and to search for the best combination of parameters is a complex problem with a number 
of valid solutions. 
 
Parameter for a machine learning model- A ML model parameter is an internal configuration parameters that 
can be estimated from the dataset. Further, 
• When making predictions, they play a key role 
• They define the performance of the model for a given problem 
• Many times, manual setting is not allowed for them 
• These parameters are part of the learned model. 
 
Hyperparameter for a machine learning model- An external configuration variable that cannot be predicted 
from data is referred to as a model hyperparameter. These parameters, which are manually given by the 
practitioner, are used by processes to assist in determining the model parameters. They are refined using heuristics 
or empirical methods to optimise the output of a specific predictive modelling challenge. 
 
For the Long Short-Term Memory (LSTM) discussed in this chapter, there are lots of hyperparameters, (learning 
rate, hidden units, batch size etc.)  for which one has to  get the optimum combination. Depending on the size of a 
machine learning model, the hyperparameter tuning generally takes a considerable amount of time. 
The performance of these sequence classifiers is critically based on their hyperparameters, and it is crucial to 
implement an efficient method to estimate the optimal values. The hyper parameter tuning in machine learning is 
done using a separate set of validation data set. The hyperparameter is tuned by searching in a range for the given 
parameter and those set of parameters are selected which result in the best accuracy on the validation set [30]. The 
Hyperparameters applicable for the LSTM Models are listed below.  
 
       1. Number of Neurons in the layer  2. Batch Size of the data to be fed to the model 
1. Number of training epochs   4. Dropout - The regularization methods like dropout which slows down 
the learning Layers   5. Regularization- To avoid the overfitting of the   
6. Optimization Algorithms    7. Loss Functions  8. Features and Timesteps.  
Various combinations are possible and this a whole separate domain of research, here the output of the one of the 
best performing models are presented in Figure 11 and Figure 12 for the comparison purpose and further it can be 
explored. 

 

 
Fig. 11. The forecasting of COVID-19 cases using Time Distributed LSTMs is depicted in red markings, overlaid on 

the actual values. 



Frontiers in Health Informatics 

ISSN-Online: 2676-7104 

www.healthinformaticsjournal.com 

 

2024; Vol 13: Issue 2 Open Access 

 

647 | P a g e  

 
Fig. 12. The prediction of COVID-19 cases using Regular LSTMs is indicated by red markings superimposed on the 

actual values. 
 
3.4 Bidirectional LSTM Model 
 
LSTMs maintain information from the inputs that they have navigated through hidden states. Bidirectional LSTMs 
(BiLSTMs) are LSTM extensions that improve model performance in sequence classification. Unlike Unidirectional 
LSTMs, which only maintain knowledge from the past because they only face inputs from previous time steps, 
BiLSTMs process inputs in both directions—from the past to the future and from the future to the past. In BiLSTMs, 
the backward-running LSTM maintains information from the future, allowing for the preservation of both past and 
future information at any given time. This distinguishing trait puts BiLSTMs as effective context-understanding 
tools, resulting in remarkable results. When the whole input sequence is accessible, BiLSTMs train two LSTMs, one 
on the original sequence and the other on a reversed copy. This tactic gives the network more context, which enables 
quicker and more thorough issue solving [31].  
 
3.4.1 Bidirectional LSTMs in Keras 
 
Keras has a feature that allows bidirectional LSTMs called the Bidirectional layer wrapper. As an input, this wrapper 
expects the first LSTM layer (recurrent layer). It enables the definition of the merging mode, which specifies how 
the forwards and backwards outputs should be blended before being passed to the next layer. Merge modes include 
the following: 
 
Sum: The outcomes are totaled. 
Mul: The results are combined and multiplied. 
Concat: The outputs are concatenated, yielding twice as many outputs for the next layer (the default setting). 
Avg: The outputs are averaged. 
 
Following Code defines the BiLSTMs in Keras 
 
 # define LSTM configuration 
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Output after Compilation is as follows: 

 
 
It is clear that the BiLSTM layer has 89,809 parameters. This computation depends on the number of inputs (9, 
indicating the total features), the number of layers (2, accounting for forwards and backwards), and the total 
outputs (100, representing the 100 units in the HL), as shown below:   
 
n1 = 4 * 2 * ((inputs + 1) * outputs + outputs^2) 
n1 = 4 * 2 * ((9 + 1) *100 + 100^2) 
n1 = 4 * 2 * 11000 
n1 = 88,000 
 
Furthermore, the fully connected layer contains only 9 parameters: the total inputs (100, reflecting the 100 inputs 
from the preceding layer), the total outputs (1, corresponding to the layer's single neurone), and the bias. 
n2 = inputs * outputs + inputs * outputs + outputs 
n2 = 9 * 100 + 9 * 100 + 9 
n2 = 1809 
total parameters = n = n1+ n2 = 89,809 
 
The prediction of the BiLSTMS is shown in Figure 12. Further for the individual LSTMs i.e. the forward, the backward 
and the combined are evaluated separately and their training performance is generated. The loss plot is shown in 
Figure 13. The log loss for LSTM forwards (blue) and LSTM backwards (orange) display similar patterns during the 
250 training epochs, as seen in the results. In comparison to the other two configurations, the Bidirectional LSTM 
log loss (green) varies by attaining a lower value sooner and sustaining an overall lower value.  

 

 
Fig. 13. The prediction of COVID-19 cases using Bidirectional LSTMs is illustrated by red markings overlaid on the 

actual values. 
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Fig. 14. Performance comparison forward, backward and Bidirectional LSTM layer. 

 

 
Fig. 15. Performance comparison different Bidirectional LSTMs merge modes. 

 
As previously stated, four distinct merging mechanisms are available for integrating the results of Bidirectional 
LSTM layers: concatenation (the default), multiplication, average, and sum. To evaluate performance, an example 
from the previous section was updated, and the result is shown in Figure 15. The comparison shows that the sum 
(in blue) and concatenation (in red) merging modes may produce superior results, or at the very least a reduced log 
loss. The following part will compare the outcomes received by the aforementioned LSTMs and RNNs. 
 

4. RESULT DISCUSSION AND CONCLUSION 

The basic or conventional RNN, often known as vanilla RNN, was created from the ground up. As input, it was given 
a single series of worldwide confirmed cases. Because the RNN is a vanilla type, its adaptability to multivariate data 
is limited, with only minor adjustments possible. Figure 16 depicts the input data, where the RNN is trained on the 
sequence data of global confirmed cases, predicting the next number based on the given input. Figure 17 shows the 
RNN predictions, which exhibit significant departures from both the actual values and the trendline for the 
sequence.  
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Fig. 16. Univariate sequence data input for global confirmed COVID-19 cases. 

 

 
Figure 17 The RNN's predictions for univariate sequence data of global confirmed COVID-19 cases are depicted in 

red markings overlaid on the actual values. 
 
Finally, the performance of all the models studied in this chapter is given in Figure 18, where it can be observed that 
the LSTMs outperform the vanilla RNN.  

 

 
 

Fig. 18. Comparing the performance of RNN and LSTMs (Red bar signifies the lowest performance, while the 
Green bar represents the highest performance). 
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In the various models of LSTMs, the performance is almost in close range, however the TimeDistributed LSTMs and 
Bidirectional LSTMs perform better than the conventional LSTMs for the given problem of the COVID19 sequence 
prediction. The implementation of all the RNN and LSTM models mentioned above is available for download at 
DOI:10.5281/zenodo.3928612 [32].  This research looks into deep learning using RNNs. LSTM Networks  are 
offered as a remedy to the vanishing and ballooning gradient issues that standard RNNs face. The Keras framework 
is used to investigate the development of time-distributed and bidirectional LSTMs. LSTMs and its variations are 
used to forecast COVID-19 instances. The results show that LSTMs outperform RNNs in terms of performance, with 
Bidirectional LSTMs performing even better. 
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