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Article Info ABSTRACT

Today, several diseaases have affected humans due to their unseen progression
in early stages. Knee Osteoarthritis (OA) affecting most of the elderly mass is
Research regarded as the common cause to restrict their normal activities and
impairment. Therefore, a fast, speedy and cost effective early disgnosis of OA is
the need of the hour. The work introduced in this article addresses the
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aforementioned issue and suggest an automated efficient diagnostic

Received: 2024-03-22 framework to classify OA severities based on X-ray or plain images. The Knee
OA Severity Detetction Framework (K-OA-SDF) is used to study the impact on

Revised: 2024-05-18 different class-based scenarios from binary to multiclass. The K-OA-SDF is

subjected on X-ray images from Knee Osteoarthritis Dataset with Severity
Grading (KODSG) of Kaggle dataset store to predict the knee OA grades. The K-
OA-SDF is constructed using Region of Interest (ROI) Extraction Module, an
Keywords: efficient feature extraction module and a Convolutional Neural Network (CNN)
based Classifier. The ROI module extract the significant portion of the X-ray
images and enhances the contrast for beter quality features. The feature
Severity Grading, Convolutional  extraction module obtains diverse features from the ROI using image-based,
Neural Network, blind features,  object-based and traditional handcrafted features. Image-based features are
handcrafted features, Pretrained acquired by dividing the ROI in two halves and averaging 16 columnar samples
network, and Principal component from both halves. Object-based blind features are obtained using modified
analysis. VGG16 pre-trained network trained on the ImageNet dataset. Handcratfted
features using quality descriptors are obtained to uplift the global and local
details of the ROI. The CNN-based fine tuned classifier using 2000
(dimensionally reduced using Principal Component Analysis) features is able
to outperform other state-of-the-art work in case of binary (98% accuracy) and
ternay (88%) class categories while comparative results (71.17%) are
obtained for five Kellegren Lawrence (KL) grades.

Accepted: 2024-06-05

Knee Osteoarthritis, X-ray images,

INTRODUCTION

Osteoarthritis (OA) is ranked the 11t most painful disease along with hip OA. This disability factor has affected
people economically owing to the diagnosis cost and the treatment cost. It progression of the disease can be slowed
down by systematically diagnosing the disease at the early stage which can significantly mitigate the impact of
forthcoming disability and slow down its progression. Due to the absence of effective care for OA at the degraded
stage besides surgery to replace the total joint, the only remedy available is its early diagnosis and behavioural
interventions. This can help the patients to prolong their normal healthy life for certain years. The only clinical
examination available at some specialized or private centers is Magnetic Resonance Imaging (MRI) which is
somehow expensive and beyond the reach of people engaged in labour work or the mass below the poverty line.
Also, MRI does not reflect the bone architecture which is significant for the OA progression.
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Besides MRI, the safest and cheapest method used in clinical diagnosis for OA is widely available X-ray imaging.
Despite the advantageous facts, X-ray imaging or Plain Radiography is almost insensitive to early changes in OA. OA
is measured by the amount of wear caused to articular cartilage which is a tissue not reflected in an X-ray. A joint
has 3D geometry and should be better evaluated using a 3D imaging technique whereas the X-ray uses only 2D sum
projection. The most important aspect of knee OA is perfect evaluation which can be performed only by an
experienced medical orthopaedic practitioner. Normally, the degeneration and wear of the cartilage are estimated
by assessing the distance between two cartilage of the knee joint and changes in the bone structure. The fact that
OA cannot be effectively diagnosed using X-ray and MRI imaging is costlier, making the clinical approach difficult.
Today, we have no precise grading for the OA, and it depends on the subjectivity of the medical practitioner.
Kellegren Lawrence (KL), a semi-quantitative grading scale that suffers from ambiguity due to expert
disagreements. Thus, grade ambiguities in early diagnosis of OA impose a great challenge for clinicians in treating
OA patients worldwide affecting millions of people.

Studies conducted in [1-3] concluded that merely using a single diagnosing technique is not sufficient and reliable
for OA diagnosis. Therefore, Knee arthroscopy is a better approach to get a clear picture of the OA progression. The
process involves inserting a tiny camera through small incisions to obtain a direct overview of the inside cartilage.
The studies conducted also concluded that the non-invasive techniques (CT scans and MRI scans) are not so efficient
and accurate enough due to their dependency on expertise. Till now, no specialized and specific diagnosing
mechanism can accurately identify the degeneration and wear of the cartilage in the early stage of OA. Under such
situations, the development of OA is highly influenced by certain biological and environmental factors [4]. Due to
medical data privacy issues, not many samples with proper KL grades are publicly available for evaluation. OA is
categorized as a big data problem and imposes a great challenge in identifying the accurate KL grade since different
experts have different opinions on the grades. Therefore, there is an intense need for an automated diagnostic
system for OA, especially using machine or deep learning techniques.

Today artificially intelligent systems have almost replaced and streamlined tasks that were performed manually
earlier. Diagnosis of several diseases fully or partially automated using various machine learning techniques and
deeply trained networks or through transfer-learned networks. The systems assisted medical experts in distinct
applications for sound clinical analysis and decisions and relieved their burden by automating traditional manual
routing experimentation [5]. Extensive use of DL models over benchmark datasets and transfer learning approaches
have increased the popularity of DL networks in the field of biomedical engineering.

Work introduced in [6] used a bone finder tool to locate the patella and Linear Binary pattern (LBP) based texture
features were provided to a CNN network for knee OA detection. The author used the X-ray images and evaluated
the performance in terms of AUC and AP. Radiological features were extracted in [7] to analyze the performance of
several ML tools along with the CNN and found that the CNN performed better as compared to ML techniques. Work
in [8[ was based on segmenting the knee area to improve in determining the minimum JSW. The JSW joint space
was predicted for knee OA determination and their XGBoost classifier achieved 62.1% of AUC for KL grade and knee
OA progression. Radiographs from a multicentre dataset were analyzed to predict the KL grades using a pre-trained
residual network [9] and obtained 98% accuracy. Deep-learned features were extracted using two pre-trained
models to classify 5-Kl grades in [10]. The authors used DenseNet201 and InceptionV3 for features and SVM to
classify them and obtained 71.33% classification accuracy. A mean accuracy of 77.24% was obtained by [11] using
a Deep-CNN model over X-ray images and classified early-stage OA severity grades. The work introduced in [12]
detected knee edges for predicting the stages of knee OA using X-ray knee mages. The complex features thus
obtained were then converted to simple feature vectors and ML techniques were used to predict the KL severity
grades. A special attention module was used in [13] to extract features from the X-ray knee images while
suppressing unnecessary information. Data from attention units were concatenated and a Mish’s activation function
was employed to improve convergence and model performance. Their attention unit-based model obtained an
accuracy of 70.23%. An Otsu-based segmentation was applied to extract the region of interest from knee images in
[14] and shape features from the ROI were used to classify the KL grades.
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Although, several methods and materials have been used by researchers, and were able to obtain satisfactory results
in categorizing the knee OA KL grades. Achieving promising accuracy for knee X-ray images in early-stage KL
detection is still a goal for most researchers. This is because the early-stage knee OA images concerning the cartilage
show a similar resemblance for different KL grades and available X-ray images are pruned to noise making it difficult
to differentiate soft and hard tissues. Therefore, a robust feature extraction mechanism is required to finely
differentiate the grade severities. Literature shows that merely considering only handcrafted features or features
obtained through deep learning approaches is not sufficient to improve KL grade classification. Also, most of the
existing approaches lack generalization ability when images from multiple datasets are considered.

The article based on K-OA-SDF contributes in the following aspects:

1. An efficient generalized ROI extraction module is introduced to segment significant portion from the
original X-ray knee images.

2. Variety of features focussed directly on ROI image, blind features using modified VGG16, and coarse and
fine handcrafted features are extracted to uplift global as well as local details from the ROL

3. The features are Max-normalized and reduced in optimal dimension using PCA to improve the CNN-based
Classifier performance. The three stage K-OA-SDF performed better on KODSG kaggle dataset for two and multiclass
categories realting to KL-grades.

The article is organized in the following respect: The next part of the paper deals with in-depth related work, section
3 deals with the description of the materials used along with the proposed framework, result and discussion is part
of section 4, and the last section concludes the article.

RELATED WORK

The work introduced in [15] used two publicly available datasets containing 3026 and 4796 images. The data
included belonged to both genders aged from 46 to 79 years old with five severity grades ranging from no OA to
severe OA (0-4). The former dataset images from the MOST dataset were only used for training. The dataset was
augmented by flipping the left knee and incorporating the ResNet34 pre-trained model for training. They rescaled
the given region to a size of 300x300 and then obtained two square patches with a verticle offset. Patches were
cropped from the lateral side and medial side which was then horizontally flipped. A two-branch Deep Siamese
CNN model accepted two images to learn the symmetry measure between the two images. Each of the branches was
constructed using a convolutional layer. A max pooling layer, a ReLu layer, a batch normalization layer, a global
averaging layer, and a concatenation layer. They trained three separate models and selected the model which
performed better on the validation data for each seed. Finally, they summed the predictions and subjected the sum
to a softmax layer to evaluate the class probabilities of the OA KL grade. They concluded that their model for OA is
suitable for fast diagnosis, and offers low cost. They obtained an average test accuracy of 66.71% for five KL grades.
The authors in [16] carried out a six-stage preprocessing and augmentation of Knee images before feeding them to
the Deep CNN for feature extraction followed by classification to 5-KL grades. In the pre-processing framework,
they removed rows from the top and bottom of the image to extract the region of interest and make it a perfectly
square image. Further, they resampled the image with cubic interpolation to obtain a 299x299 size image. Center
pixel values were considered using the image mean and scaled pixel values using the standard deviation and
normalized the image in the range [0 1]. The 1D image was replicated to obtain a 3D image and centered using the
ImageNet RGB channel means which was followed by scale operation using standard deviation. They augmented
the data using cropping, zooming, upscaling, noise addition, flipping, and adjusting contrast operations. They
obtained 71% accuracy over the test set (4090 images) and compared the performance of only 50 images with
evaluation from the best radiologists. The training set consists of 32116 images and features were revealed using a
saliency map.

Deep Learning based on the integration of object detection by YOLO and visual transformer to improve the
classification accuracy was introduced in [17]. The proposed framework uses an object detection YOLO-based CNN
model to extract the bounding boxes of the knee from the input plain radiographs. The low-quality detection is
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removed using the confidence scores (below 75%). In the preceding stage, spatial feature maps are obtained using
a CNN from the ROL. The features thus obtained are flattened and used as a sequence to the successive stage. Finally,
the visual transformer classifies the image to the respective KL grade by exploiting the correlation between different
local textures. Their method performed better than others and classified five grades with 69.18% accuracy. They
used 4796 (16-bit DICOM X-ray images) images from a single dataset which were collected from over 43100
imaging and clinical centers. Hybrid features using a combination of LBP and HOG with CNN classifiers were
suggested in [18] to classify four KL grades of OA. The authors focused on extracting low-level features using the
HOG descriptor and texture features using the LBP descriptor which were classified using three machine learning
techniques. They used the Mendeley dataset IV [19] with 500 X-ray images of knee OA out of which 100 samples
belonged to the normal or healthy category. The images were preprocessed by converting them to TIFF format to
preserve the quality. Irrevelent details were removed during the conversion and opposite images were obtained for
better ROI quality. The images were downscaled to reduce the computational cost and the mean value in 2x2
neighbourhoods was considered for evaluation. The images were then segmented to extract the region of interest
and fed to the CNN and descriptors for feature extraction. Their multiclass classifier system was able to classify the
samples with 97.14% accuracy for the four KL grades.

Two (binary and multiclass) independent frameworks for OA grade detection were introduced in [20]. In the first
framework, a five-class classification model based on pre-trained CNN (feature extraction), PCA (dimension
reduction), and SVM (classification) was used while in the second framework, the CNN model was fine-tuned to
distinguish 2, 3, and 4 classes of OA. They found that for a low number of classes, the accuracy was better and
degraded as the number of classes was increased from two to five. They evaluated their model performance over
the Osteoarthritis Initiative dataset (OAI) (https://nda.nih.gov/o0ai/) and obtained an accuracy of 62% and 91% for
5 classes to 2 classes respectively. Augmenting the minority class and balancing the dataset for class imbalance was
carried out in [21]. The sample images were rotated between -7 to +7 degrees and 90% samples were chosen for
training the classifier. The test set comprised 45 samples from each class. ResNet34 was modified and two filly-
connected layers were added to the network after an average pooling layer. The input shape was modified and a
grayscale input was defined for the ResNet34 network. Two overlapping regions were extracted from the left and
the right side of the ROI and fed to two separate identical modified ResNet34 networks. The right half region
extracted was flipped before being input to the network. The final layer using the softmax activation function
returned probabilities between 0 and 1 for each KL class. The proposed OA KL grade classification framework
obtained 61.71% accuracy for a multiclass problem with Adam optimizer. Their model was unable to distinguish
KL-0 and KL-1 classes.

A transfer learning approach using three different deep pre-trained networks was incorporated in [22]. The knee
X-ray images were preprocessed involving filtering, resizing, and normalization operations. Features extracted from
the ROI were then used for the classifier network for training and testing. The authors succeeded in obtaining an
accuracy of 92.17% with the VGG16 network (other being CNN and ResNet50) for two classes viz. the normal and
the affected class. Handcrafted features and blind features-based OA KL grade classification framework were
presented in [23]. Handcrafted features including GLCM, Discrete wavelet transform, and LBP were fused to form
228 elements feature vector on one hand, and a Deep pre-trained network involving VGG19 and ResNet101 was
employed to extract blind features separately with and without dimension reduction using PCA was subjected to a
feed-forward neural network (FFNN) to classify knee images from RCU and OAI dataset in five KL grades. The
framework obtained an average maximum accuracy of 99.1% and 98.2% on the OAI and RCU datasets respectively.
The framework is computationally complex.

MATERIAL AND METHOD

This part of the paper explores the dataset description used for the experimentation and the methodology used to
classify KL grades of OA. The Knee X-ray images are downloaded from one of the well-known publicly available
high-quality datastore Kaggle [24] (Knee Osteoarthritis Dataset with Severity Grading (KODSG)). The dataset is
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downloadable from (https://www.kaggle.com/datasets/shashwatwork/knee-osteoarthritis-dataset-with-
severity) and can be easily accessed by researchers to develop and compare the performance of their KL-grade
prediction frameworks. The dataset mainly consists of data for training, testing, and validation. Each of the folders
further contains five subfolders consisting of images related to five KL grades labeled from 0 to 4. The KL-grades
from 0 to 4 belong to subject knee images classified in five severity of osteoarthritis respectively named as
healthy{0}(3218), doubtful{1}(1476),minimal{2}(2142),moderate{3}(1079), and severe{4}(249). The following
table 1 shows the classification of the samples available in the dataset.

TABLE 1 - KNEE OA SAMPLES WITH KL-GRADE PRESENT IN THE DATASET.

Number of Knee X-ray images
Description | KL- | Training | Testing | Validation | Total
Grade
Healthy 0 2255 637 326 3218
Doubtful 1 1033 291 152 1476
Minimal 2 1491 441 210 2142
Moderate 3 753 222 104 1079
Severe 4 171 51 27 249
Total 5703 1642 819 8164

The total number of knee Osteoarthritis X-ray images as indicated in Table 1 are 8164 accommodating all the five
severity grades. Except for KL grades 0 and 2, the samples corresponding to other KL grades are scarce and impose
a great challenge for training and testing. Also, there is a data imbalance between the samples belonging to different
classes. The severe class only has 249 samples with only 171 samples for training. The present approach does not
consider improving the samples in the classes through augmentation but accepts the challenge by using the dataset
in its original form. That is, the proposed K-OA-SDF framework uses only the available samples except that the
validation and the test set are merged with the training set. Therefore table 1 was reduced to table 2 for the
proposed K-OA-SDF framework. Further, 80% of the samples were used for training, and the rest of the 20%
samples were used for testing from each of the KL grades. This way the training set was improved so that the
classifier learns better and performs well in predicting the test sample class grade. Some of the sample X-ray images
belonging to all the KL-grades are shown in Figure 1.

TABLE 2 - KNEE OA SAMPLES WITH KL GRADE CONSIDERED FOR THE PROPOSED WORK.

Description | KL-Grade | Total | Training | Testing
Healthy 0 3218 2577 641
Doubtful 1 1476 1189 287
Minimal 2 2142 1714 428
Moderate 3 1079 852 227
Severe 4 249 199 50

8164 6531 1633

The original images from the dataset were preprocessed to extract the region of interest (ROI) and enhanced before
multiple features were extracted to assist the classifier. The ROI extraction and enhancement were necessary due
to three important aspects. Firstly, only the cartilage part, the upper and lower hard bone tissue, and the region in
the vicinity of the hard tissues are significant part for determining the severity of OA. Secondly, the original knee
images are not cleaned and the background tends to interfere with the foreground making it difficult to exactly
identify the distance between the two hard tissues. Lastly, the unwanted lateral regions besides the knee joints
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unnecessarily increase the dimension of the feature. Therefore, the upper and the lower regions of the knee, and
unwanted lateral regions were eliminated. The effect of the background over the foreground was eliminated by
subtracting the background from the foreground. Finally, the image was enhanced using the equalized histogram
method. Figure 1 below shows some samples of knee X-ray images from all the severity classes (KL-grades). The
intensity variations as seen from the sample images in figure 1 indicate that devising a common approach in the
presence of such unevenness is difficult and poses a great challenge. Even the sample features belonging to the same
class will be apart from each other to a great extent making the class overspread in the space. Due to this the
nonlinearity between intra-class and inter-class samples is extensively high thus making the task of classification a
complex issue.

KL-Grade X-ray Samples for the dataset

KL-0 (Healthy)

KL-1 (Doubtful)

KL-2 (Minimal)
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KL-3 (Moderate)

KL-4 (Severe)

Figure 1 -Some of the sample X-ray images belonging to all the KL-grades

Thus the following Module shown in Figure 2 was used to segment the ROI from the original images and enhance
the quality of the extracted ROI. The Image was Gaussian blurred using a 3x3 kernel and thresholded using a
threshold value of 80. The threshold was determined through experimentation on several images from the dataset.
This was done to find the actual knee portion (actual foreground) coverage in the image. The result of which can be
seen in Figure 3.

Gaussian

Blurring
Foreground Elliminate Delete

Image rows Columns
Threshold

Negative
Image

Figure 2 - The proposed ROI extraction and Enhancement Module

Image Enhancement
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ussian Blurred Image
The Original Knee Im

Ga
age l l Binary Thresholded Image

Figure 3- The ROI extraction process - Original image, Gaussian Blurred image (kernel - 3x3), and the Binary
thresholded image (threshold - 80)

The binary image obtained is then inverted and multiplied with the original image to obtain the Masked image as
shown below in Figure 4. The Masked image clearly shows the elimination of background from the foreground and
locates the boundaries of the actual knee region. Also, the unwanted region beside the knee portion can be identified
as compared to the original image where the edges of the knee region are blurred and cannot be identified.

Mask of Image Masked Image

Figure 4 — The ROI extraction process - Foreground Mask, and the Masked image

To eliminate the upper and lower regions of the knee which have no significant contribution to OA, we tested all the
images in the dataset with our experimentally found threshold value. We found that the vertical region of interest
lies after 48 rows from the top and before 48 rows relating to the bottom. The upper threshold suited to 100% of
samples from the dataset but using the same value for the lower threshold was a compromise. However, increasing
the bottom threshold value above 48 was affecting some samples by cutting the cartilage portion while reducing
the value below 48 caused an excessive amount of unwanted region to be added. Therefore, few images were
cropped at the edge of the lower hard tissue connecting the cartilage but protected the actual region of the knee
joint. Figure 5 shows the region of interest obtained after vertical crop operation. It also shows that there remains
a comparable region laterally.

To eliminate the lateral unwanted part, the vertically cropped image was binarized, and the occurrence of the first
non-zero along each column was found on both sides. For this, the binarized image was divided into two halves
vertically. The first column containing a non-zero value on both sides was marked for cropping the image. The
second figure of Figure 4 shows the result obtained using the mechanism. Experimental analysis of all the images in
the dataset showed that few images bypassed the horizontal crop operation due to the knee region which extended
to the image boundary. In such cases, there were no columns on either side with all zero elements.

Vertically Cropped Image Horizontally Cropped Image

| 1

Figure 5 - Row cropped (along top and bottom) image, and column cropped (left and right) image
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Different X-ray samples possessed different characteristics concerning their extreme boundaries, illumination,
contrast, backgrounds, and foregrounds. As a result of which, the dimension of the extracted ROI varied with
different images. For equal features, the ROI was resized to 128x128 after evaluating all the sample images in the
dataset to avoid oversampling and undersampling which would eventually affect the details of the knee region.
Figure 6 shows the result of the resizing operation where the details in the ROI are not clear enough to contribute
the best feature descriptors. Therefore, to enhance the details in the ROI a contrast correction technique was
adopted. The ROI was processed using a histogram equalization-based enhancement technique. The second figure
of Figure 6 shows the difference between the actual ROI and the enhanced ROI image.

Resized Image The contrast corrected ROI

Figure 6 - Resized image (128 x 128), and the contrast-corrected image

KL-1 grade samples shown in figure 1 show exactly opposite images concerning the foreground and background
relating to the pixel intensities. Such samples in the dataset are available in all classes. The proposed ROI extraction-
enhancement mechanism is shown over one of the samples from KL-1 grade in Figure 7. This validates the
generalization ability of the proposed ROI extraction in terms of positive and negative pixel intensities relating to
foreground and background.

Gaussian Blurred Image

Horizontally Cropped Image The contrast corrected ROI

Figure 7 - Negative foreground-background sample images and the extraction and enhancement of ROI - Original
image, cropped image, and the resized image

Highly illuminated samples such as the one shown in figure 1 for KL-3 grade were successfully segmented using the
proposed ROI extraction technique. Figure 8 below shows the result of such a sample.

The Original Knee Image Horizontally Cropped Image The contrast corrected ROI

=

Figure 8 - Result of ROI extraction on highly illuminated knee sample - Original image, cropped image, and the
resized image

The results obtained in Figures 6 to 8 indicate that the proposed ROI extraction and enhancement approach used in

this work is efficient in segmenting the required region of interest irrespective of the illumination conditions of the
X-ray knee images. The next stage deals with the feature extraction from the ROI image. Many researchers have
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concluded that merely using handcrafted features or blind features does not improve the performance of a classifier.
The resemblance between different sets of classes is high, especially between normal and doubtful KL grades,
doubtful and moderate classes, and minimal and severe classes. Therefore, the feature descriptors should not only
collect the global details but also fine disparities between different classes so that feature elements subject very low
burden on the classifier. The proposed feature extraction Module shown in Figure 9 is used to extract distinct
features from the ROI image.

Image-Based

Features

\

ROI Image Blind Features ' Dimension
(128x128) using VGG16 Concatenate Normalize Reduction Using PCA

A

Handcrafted
N Features

Figure 9 - The proposed Feature Extraction Module

Image-based features were directly obtained by dividing the image into two halves, the left and the right half. This
was done to capture the groove (distance between the upper and the lower hard bone tissues) that lies between the
upper and the lower hard tissues on both sides. A mean of 16 columns was computed and all the 128x1 vectors
were vertically concatenated to obtain a feature vector of 1024x1 for each of the halves. Finally, the 1024x1 feature
vector belonging to both halves was concatenated and added to the feature set.

VGG16 pre-trained network which is trained using the ‘ImageNet’ dataset consisting of a large number of distinct
images can extract blind features from an input image. It has been used in many applications by modifying the
output layers. The final layer was removed and the prior input was flattened. Two fully connected ‘Dense’ layers
were added to the existing network of dimensions 2048 followed by 1024. The layers were activated using the ‘relu’
activation function. The 2D ROI-enhanced image was converted to 3D by replicating the 2D frame along the second
and third dimensions. The 3D image was then preprocessed (values formatted in a specific range) and applied as
input to the modified VGG16 network. The output of VGG16 a 1x1024 feature vector representing the image blind
features was sampled at a low rate of 8 samples by considering the average. The samples were averaged to eliminate
the zero values from the 1024 elements.

A variety of handcrafted features were obtained to uplift global and local details along with textural and edge
information from the Knee X-ray image. Patch-based textural information was acquired using a 3x3 neighborhood
of the 128x128 image. The textural details were then averaged over a 5x5 block or window to reduce the dimension
of the feature set.

Edge-based features were obtained using a 3x3 kernel whose center element value=8 while the neighbors have
value=-1. A 2D filter using the kernel was used over the 128x128 dimension grayscale image and the coefficients of
the filter were summed along both axis (axis=0 and axis=1) and concatenated to obtain a 128+128=256 element
vector thus detailing the edge information from the input image. Another edge informative filter using the ‘Sobel’
operator was used with the value of sigma = [0.5, 1, 1.5, 2], length of the filter L = [ 9, 11, 13, 15] (length in Y-
direction), and 12 orientations from [0 to 165 at an offset of 15) to obtain 32 elements in the features. Using two
such edge operators, minimum loss due to edge miss was ensured.

Wavelet-based features using six different mother wavelets ['bior3.1', 'bior3.5', 'bior3.7', 'db3’, 'sym3’, 'haar'] were
obtained from the vertical and diagonal coefficients in terms of magnitude and energy. The absolute and the square
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values of the vertical coefficients and the diagonal coefficients are summed up separately to measure the magnitude
and energy of both components. These two measures provide the information concentration in both directions. The
effect due to the horizontal component was ignored since the measure was nearer to the vertical details. Using six
mother wavelets with two measures resulted in 24 values contributing to the feature set.

The overall image contrast, energy, homogeneity, correlation, ASM, and dissimilarity were measured using the Gray
Level Co-occurrence Matrix. Global-level indicators concerning 6 parameters were used to enhance the
performance of the classifier. Fine details from the grayscale image were extracted using an LBP descriptor using a
radius of 3. The texture pattern resulting from the LBP descriptor was summed along rows and columns and then
concatenated to form a 256-element feature vector. Lastly, the complete image was divided into 4x4 non-
overlapping blocks and the mean was computed to obtain a 32 x 32=1024 element feature vector. The summary of
the feature set is listed in Table 3 with their respective parameters and dimensions.

TABLE 3 - VARIOUS DESCRIPTORS USED FOR HANDCRAFTED FEATURES WITH PARAMETERS AND DIMENSION

Descriptors Parameters Dimension

LBP Fine 3x3 patch , 1024
Averaging over 5x5 window
3x3 Kernel

Matched Filter (Edge-Based) | (Neighbourhood value = -1 and center pixel 256
=8)
Sigma =1[0.5,1, 1.5, 2]

Matched Filter (Sobel-Based) | L=[9, 11, 13, 15] 32

Orientation - 12
['bior3.1', 'bior3.5', 'bior3.7', 'db3’, 'sym3’,
Wavelet (Six Mother | 'haar']

wavelets) Magnitude and Energy of Vertical and 24
Diagonal components
GLCM Parameters = 6 6
LBP Radius = 3 256
Original Image Mean over 4x4 patch 1024
Total Feature Vector Length 2622

Table 4 below shows the total number of features that were obtained from all three branches of Figure 8. These are
image-based features, blind features using the VGG16 pre-trained network, and handcrafted features. The total
number of features that represented the ROI image was 4798.

Table 4 - Summary of features set

Sr. No. Name of the Feature Number of Features
1 Image-Based 2048
2 Blind 128
3 Handcrafted or Traditional 2622
Features per ROI image 4798

Since the features were obtained using different descriptors, individual features were normalized using the Max-
Normalization technique. That is, features corresponding to all the 8164 images were computed and placed along
the rows of an array. The columns of the array were normalized by finding the maximum along the columns and
dividing each column element by the maximum value. Further, the normalized feature vector was dimensionally
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reduced using the PCA and resting the feature-length for an ROI image to 2000. All the 2000 components were used
for classification and the value of 2000 was found experimentally by checking the classifier performance.

RESULTS AND DISCUSSION

Experiments were conducted on the five KL-grade samples to determine the correlation between them. We
considered 9 different combinations between the KL grades and distributed them in a different set of classes. The
five classes or grades were resolved in 2, 3,,4, and finally, five categories to evaluate the performance of the proposed
preprocessing+feature extraction Module. By categorizing the different KL-grade samples into different numbers of
classes, we obtained a clear picture of the similarity of the samples between different Kl-grades. To achieve the
objective, two or more KL-grade samples were grouped into a single class for a particular combination, and the
same were put in different classes for another combination. The following Table 5 shows the classification accuracy
obtained for different sets of combinations. We evaluated the K-OA-SDF framework on two, three, four, and five
classes.

The feature set for 8164 images obtained after normalization followed by dimension reduction was separated into
training and test sets. 80% of random samples were selected for training and the remaining for test purposes from
all the two, three, four, and five categories. We constructed a sequential network with three 1D convolutional layers
and a Dense layer, the kernel size being 3 for each of the 1D convolutional layers. All three convolutional layers were
activated using the ‘selu’ function and the first layer was followed by a DropOut layer with a factor of 0.1. The
classification was achieved by employing a Softmax function in the Dense layer. The batch size was setto 15 samples
and iterated for 10 epochs. The number of neurons used with the convolutional layers was 1000, 150, and 150
respectively. The following Figure 10 shows the network architecture used for classifying the severity grades of the

Knee OA.

LAYERS FROM LEFT TO RIGHT
CONV (1000)(3x3)
DropQut-LAYER (0.1)
CONV (1000)(3x3)
CONV (1000)(3x3)
DENSE (Softmax)

Figure 10 - The CNN Classifer to distinguish KL-Grades

A simple visual look at different KL-grade samples reveals that the doubtful samples (KL-1) show higher similarity
to the normal samples (KL-0). Also some of the samples belonging to Kl-2 and KL-3 are ambiguous pertaining to
their present classes due to absence of significant disparities between them. The moderate and the severe class
however are distinguishable due to significant bone structures. The upper and the lower hard tissues shows no
cartilage between them in the latter case and can be detected by quality descriptors which can learn better at the
knee joint. For accurate diagnosis of knee OA from X-ray images, expertise and experience of medical prationer is
important. However, the accuracy of diagnosis remains a question and can be only solved using an automated
system to classify the patients in proper grades. Based on the facts represented by different researchers, we initially
tried to analyze the resemblances of different classes by categorizing the Kl-grades.
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When low and high severity OA KL-grades were partioned, the classification accuracy was higher. For two classes,
Cx=1, the accuracy was 98.28%. As the severity grade KL-4 is extended towards the moderate, minimal and doubtful
region, the classification accuracy shows declination from 91.18% to 82.19. When the samples were distributed in
three categories as in the case of Cx=5 to Cx=7, the average accuracy was found to be approximately 74%. We
considered only one combination for four class problem since there is high similarity between the KL-1 and KL-2
with respect to other grades. In last two cases, we fine tuned the network hyperparameters and the best accuracy
found were 78% and 71.17% respectively.

TABLE 5 - EXPERIMENTAL ANALYSIS FOR VARIOUS KL-GRADE COMBINATIONS

Cx Descrip

tion

Two-
Class

Three-
Class

N[O || DWW

Four-
Class

Five-
Class

We compared the performance of our proposed Knee OA classification framework with other state-of-the-art
techniques found in the literature. As shown in Table 5, we have considered only one combination for 4-classes
while other combinations of KL-grades are also possible. Table 6 shows the comparison based on different datasets
(mostly the MOST (Multicenter Osteoarthritis Study - https://most.ucsf.edu/multicenter-osteoarthritis-study-
most-public-data-sharing) and the OAI (Osteoarthritis Initiative - https://nda.nih.gov/oai) dataset) for different
categoies relating to the combination of KL-grade samples. For 2 and 3 classes, the proposed K-OA-SDF framework
outperformed others. The Deep Hybrid Learning Model II suggested in [20] showed superior performance as
compared to others in case of 4 and 5 classes using the OAI dataset. For the 4-class scenario, other combinations
were not evaluated, however we obtained 78% accuracy. Also, the number of samples available with the OAI and
the MOST datasets are more as compared to the KODSG dataset which improves the learning of the classifier. In
similar manner, DHL-I method suggested in [20] achieved a higher accuracy with the OAI dataset of 74.57% while
we obtained 71.17% with the KODSG dataset. Using a simple network, better results are obtained especially for the
2-class and the 3-class case. The perfromnace can be improved by using transfer learning with pre-trained
networks.

TABLE 6 - PERFORMANCE COMPARISON FOR FIVE KL-GRADE CLASSIFICATION

Reference | Method Year Dataset Classes | Accuracy
[20] DHL-II 2022 OAI 2 90.8
[29] ML 2019 OAI 2 82.98
[31] DNN 2020 OAI 2 79.6
[33] ResNet101 2023 OAl 2 89
Proposed Work 2024 KODSG 2 98.28
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[8] DCNN 2021 MOST+0AI 3 73.46
[20] DHL-II 2022 OAI 3 87
[33] ResNet101 2023 OAI 3 83
Proposed Work 2024 KODSG 3 87.99
[26] DenseNet Ensemble 2018 OAI 4 78.37
[20] DHL-II 2022 OAI 4 88
Proposed Work 2024 KODSG 4 78
[25] CNN 2017 | MOST+O0AI 5 61.9
[27] Siamese 2018 MOST+0AI 5 66.71
[28] VGG19 2019 OAI 5 69.70
[30] ResNet169 2020 OAI 5 70.66
[8] DCNN 2021 MOST+0AI 5 66.68
[32] CNN + Attention 2021 OAI 5 69.18
[20] CNN 2022 OAI 5 62
[20] DHL-I 2022 OAI 5 74.57
[33] ResNet101 2023 OAI 5 69
Proposed Work 2024 KODSG 5 7117

CONCLUSION

A sophisticated knee OA severity detection framework (K-OA-SDF)is presented in this article which includes ROI
extraction mechanism, ROl enhancement, diverse feature extraction model and the CNN based classifier. The
preprocessing stage of the framework posses the generalization ability to segment all the X-ray knee images from
the dataset without losing the significant part. It rules out the chances of ignoring samples from the dataset. This
had been explained with respect to Figure 7 and Figure 8 where there is abrupt change concerning the illuminations.
The efficient feature extraction module concentrates on image level features, object based features using the VGG16
network and variety of local and global handcrafted features to uplift overall as well as fine details from the ROI.
Most of the features were reduced in dimension by averaging over certain samples to reduce the burden of the
classifier and eliminate zero values. The K-OA-SDF outperform other state-of-the-art works for binary and ternary
classes. The performance of the proposed K-OA-SDF over all the five KL-grades is comparative to the best technique
DHL-II [20]. The performance can be improved by eliminating uneven samples from the dataset which possess
negative illuminations from other normal X-ray images. Pre-trained models using transfer learning with finely
tuned hyperparameters can enhance the overall performance.

The top fully connected layer of the VGG16 network can be modified for better performance. Better discriminative
features such as the knee joint distance would have proven fruitful. Small variation between KL-grades 0 to 2
requires powerful descriptors to address and similarly for last two grades, the moderate and the severe. The crucial
concern realted to the dataset is its class imbalance. Some of the classes have been poorly represented while others
are significant. Consequently, the problem imposes great challenge on the framework and increases the risk in
detecting the minority class properly.

Despite all these issues and limitations, our K-OA-SDF puts a clear picture about the correlation of samples between
different classes. To conclude, the K-OA-SDF introduced in this article contributes to early detection of OA, help to
mitigate the progression of OA, and improve humans quality of life.
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