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Abstract 
Artificial intelligence (AI) is a strong tool that uses anthropomorphic knowledge to solve complicated 
problems faster. The amazing breakthroughs in artificial intelligence and machine learning mean that 
the fields of dosage form testing, pharmaceutical formulation, and drug discovery will undergo a major 
transformation. Researchers can identify disease-associated targets and predict their potential 
interactions with therapeutic choices using AI algorithms that analyze vast biological data, such as 
proteomics and genomics. This increases the possibility of successful drug approvals by enabling a more 
effective and focused approach to drug research. Artificial Intelligence has the potential to save 
development costs by streamlining processes in research and development. In addition to helping with 
experimental design, machine learning algorithms can forecast the pharmacokinetics and toxicity of 
potential drugs. Costly and time-consuming procedures are not as necessary thanks to the capacity to 
select and optimize lead compounds. Artificial Intelligence systems that evaluate actual patient data can 
assist in personalized drug recommendations, improving treatment outcomes and patient adherence. This 
thorough analysis examines the various uses of AI in drug discovery, 
pharmacokinetics/pharmacodynamics (PK/PD) research, process optimization, drug delivery dosage 
form designs, testing, and testing. 

 
Keywords: Artificial intelligence, Pharmaceutical technology, Machine learning, drug delivery, drug 
development. 
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The study of problem-solving with programming symbols is known as artificial intelligence (AI) in 
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computer science. AI is quickly entering the healthcare sector and affecting automation, illness diagnosis, 
and clinical decision-making [1, 2]. AI has the potential to study vast amounts of data from multiple 
modalities, which presents chances for additional research in the pharmaceutical and healthcare fields. 
Several recent research go into further detail about the application of AI in healthcare and other fields. 
Robotic process automation, natural language processing (NLP), machine learning (ML), physical robots, 
and other AI technologies find use in the healthcare sector. 
Among the new endeavors using AI technology in pharmacy are drug delivery formulation, development, 
and discovery, as well as other healthcare applications [3]. This movement has already transcended from 
hype to optimism. AI models are also useful in predicting in vivo reactions, the pharmacokinetic 
properties of the drugs, the right dosage, etc. Using in silico models contributes to the drug's affordability 
and effectiveness, according to the importance of pharmacokinetic prediction in drug research [4]. There 
are two major categories for AI technological developments. First, there are conventional computing 
methods like expert systems that can draw conclusions and replicate human experiences. commencing 
with the basic concepts, such as expert systems. In the second, artificial neural networks (ANNs) are used 
to create systems that mimic the workings of the brain [5]. 
Because AI is used in a larger range of stages and sectors, it is essential to consider its function in the 
pharmaceutical industry. From drug research to product management, artificial intelligence has a clear 
impact on the pharmaceutical industry at every level. A few approaches used in drug discovery are AI- 
based quantitative structure-activity relationship (QSRL) technologies, QSLRML, deep learning, 
machine learning (ML), support vector machines (SVMs), deep virtual screening, deep neural networks 
(DNNs), recurrent neural networks (RNNs), and virtual screening (VS). AI is modeled after biological 
neural networks, which process input data and offer an output thereafter. Multiple interconnected units 
make up artificial neural networks (ANNs), which are used to process data [6]. DNNs and ANNs are 
comparable in that they both have multiple layers of data processing units. The output data from one 
analysis is processed as the input data for the subsequent analysis phase in a sequential manner using 
RNNs. SVMs are utilized in the regression and categorization of input data. Drug development uses 
artificial neural networks (ANNs), model expert systems (MES), and other tools. AI in manufacturing 
matches production faults to establish boundaries through automated and personalized manufacturing [7]. 
The final result is produced with the appropriate quality by utilizing AI technologies like tablet classifiers 
and meta-classifiers. By closely monitoring the experiment and helping with subject selection, AI in 
clinical trials helps to lower the number of study dropouts. Clinical experiment ML is being employed. 
The aforementioned industries have been heavily impacted by AI, which has improved results [8]. 
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Figure 1: Benefits of using Artificial Intelligence in drug development 

The Role of AI in Present-Day Pharmaceutical Challenges 
Small molecules have numerous benefits, thus the pharmaceutical business is always researching them to 
improve goods and customer satisfaction [9]. One can make synthetic derivatives cheaply and with ease 
using the straightforward chemical synthesis procedure. As a result, the pharmaceutical industry has 
access to numerous stable and effective small-molecule-loaded formulations [10]. Clinical studies and 
sophisticated data are necessary for the introduction of many novel small compounds, except treatments 
for uncommon disorders, as they compete with generic molecules. Companies are under additional 
financial pressure to innovate as a result of these procedures [11]. Still, in an attempt to offset the crises 
brought on by small molecules and inadequate distribution of discoveries and research, the biomolecular 
drug sector is expanding quickly. Their shape and reactivity determine how small molecules behave [12- 
13]. 
As infusion is the most convenient and favored method of delivery for these biomolecules, the 
pharmacokinetic features of these compounds are intricate. An essential component of research involving 
nucleic acids is the manipulation of pharmacokinetics and molecular stability. Objectives such as 
pharmacokinetic exposure and molecular form enhancement are critical. To address these problems and 
provide solutions, new technical advancements could be beneficial [14]. While AI has enormous potential 
to advance drug delivery and research, it also has serious limitations that require human participation or 
the knowledge of intellectuals to fully comprehend the complex consequences. 
The datasets play a major role in forming the foundation for AI forecasts. Nonetheless, human 
interpretation is required to reach the correct conclusion due to the results' grey areas. Algorithmic bias 
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can be a task for AI when processing data for predictions and assessing hypotheses. Additionally, a 
common result of docking simulations is the detection of inactive molecules [15]. Therefore, a thorough 
examination of these elements still necessitates human involvement to make conclusions and do cross- 
verifications to eliminate system bias concerns. However, given its enormous potential for use, a great 
deal of effort may be able to lessen AI's drawbacks and improve its effectiveness and dependability [16]. 
The type of algorithm used is also a critical aspect, and the learning process can be either supervised or 
unsupervised. While unsupervised learning works with uncertain outcomes, supervised learning uses 
known inputs and outputs to facilitate machine learning. Using a variety of inputs or attributes, the 
supervised technique predicts output (such as labels or targets). Unsupervised classification, on the other 
hand, seeks to form feature-homogeneous groups [17]. Various AI models have been investigated in 
pharmaceutical product development to improve various parts of the process (Figure 2). 

Figure 2. A collection of AI tools that are investigated in pharmaceuticals 
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Role of artificial intelligence in drug development 
With the increasing amount of chemical space available, the search for new medicinal compounds is 
getting harder and taking longer, which is causing a daily gap to open up between drug discovery and 
development [18]. Recently, there has been a lot of interest in AI as a possible transformational tool for 
the pharmaceutical sector. High-throughput screening and trial-and-error research have historically been 
labor-intensive methods used in the difficult and drawn-out process of finding and developing novel 
drugs, known as drug discovery. Thus, for many phases of drug discovery—including finding and 
verifying drug targets, modeling drugs, and improving their druggable qualities—methods based on the 
principles of artificial intelligence are highly beneficial. To enhance the decision-making process, it is 
also imperative to establish patient-centered clinical trials [19]. Insufficient technology makes it difficult 
to synthesize a large number of medicinal molecules from a chemical space. Still, this can be achieved 
by using AI to improve the process of developing new drugs. 
Different in silico techniques are applied for virtual screening, which typically yields a better analysis, 
faster removal, and more variety [20]. The physical, chemical, and toxicological properties are taken into 
consideration by drug design algorithms when choosing a lead compound to bind with and produce 
activities. Bioactivity and efficacy can be enhanced by many physicochemical characteristics. Using AI- 
based QSAR techniques, QSAR is designed with the possibility of using the drug candidate in mind. The 
discovery and development of biological activity can take ten years to control if the conventional methods 
for generating statistical differences are adhered to [21]. As a novel drug is being designed, factors such 
as the drug's inherent permeability, degree of ionization, partition coefficient, and solubility influence 
target receptor binding. A simplified Molecular Input Line Entry System (SMILES) is one example of a 
molecular descriptor used by algorithms to predict binding qualities. Generally, a quantitative structure- 
property relationship (QSPR) is used to determine the six physicochemical parameters, which are 
collectively referred to as the Assessment Program Interface Suite. Predictions of the lipophilicity and 
solubility of different substances have been made using deep learning and neural networks based on the 
ADMET predictor and ALGOPS software. Predicting solubility involves a lot of undirected graphs [22]. 
Utilizing artificial intelligence, SPIDER is a method for assessing how natural substances behave and 
how best to exploit them in drug discovery. Because it was primarily intended to predict the targets for 
pharmacological agents like "Lapa Chone," it was able to show that 5-Lipoxygenase is reversibly and 
allosterically inhibited by "Lapa Chone." The toxicity of unknown substances is being evaluated using a 
more advanced technique called Read Across Structure Activities Relationship (RASAR) [23]. 
Establishing and identifying the relationship between a molecule's structure and properties that could be 
harmful is being done with great care. This is made possible with the assistance of the chemical database. 
A Deep Neural Network, or DNN, is a system that interacts with an artificially connected network of 
neurons to conduct several types of data transformations [24]. It establishes the guidelines for classifying 
drugs into their corresponding therapeutic classes based on data from toxicological and pharmacological 
studies. For instance, the development of next-generation AI methods is based on Generative Adversarial 
Networks (GANs). Machine learning is an important aspect of artificial intelligence (ML). The 
cornerstone of this field is the application of statistical attributes [25]. 
Pharmaceutical companies employ in silico target fishing technology (TF) to forecast biological targets 
based on chemical structure. This data is supplied based on the biologically annotated information found 
in the chemical database. In addition, several other techniques, including data mining and chemical 
structure docking, were employed to explore the mechanism of action in conjunction with the target class 
information needed for efficient planning [26]. Using cheminformatics tools and machine learning, the 
TF was applied in drug development. These two are utilized to attain an in-depth understanding of the 
appropriate examination of intricate structures and the formation of innovative drug components for the 



www.healthinformaticsjournal.com Frontiers in Health Informatics ISSN- 
Online:2676-7104 
2024; Vol 13: Issue 3 Open Access 

9431 

 

 

successful management of complicated illnesses [27]. Many companies use standard drug discovery 
techniques, which can be quite expensive due to the number of intricate steps involved in concluding. 
These steps include the identification and selection of target proteins as well as a thorough understanding 
of the small molecules' mechanisms of action. The application of the TF aided in accelerating this 
procedure and lowering the overall cost of experiments during the drug development processes [28]. 
AI in Pharmaceutical Sciences 
Pharmaceutical sciences encompass a broad spectrum of scientific methods related to the discovery and 
development of new drugs. It takes a lot of work to increase healthcare services. The most cutting-edge 
approach to improving the healthcare system is offered by AI. Enormous amounts of data are frequently 
needed for AI and ML to produce improved results, and the majority of pharmaceutical and healthcare 
companies have enormous data sets. In 2019, for example, data about the US healthcare system was 
produced by the McKinsey Global Institute (MGI) that may have been worth $100 billion [29]. Numerous 
sources, including academic institutions, research and development teams, commercial facilities, and 
community and clinical pharmacies, produce data. When applying AI in this industry, it is crucial to take 
ethics into account. The primary concern pertains to the possibility of AI being utilized in decision- 
making processes that impact individuals' health and welfare, including drug development, clinical trial 
design, and distribution and marketing strategies [30]. An additional worry regarding employment losses 
from automation is the application of AI in the pharmaceutical sector. It is crucial to take into account 
any possible effects on employees and offer assistance to those who may be affected. Data security and 
privacy are further issues that are brought up by AI in the pharmaceutical sector. AI systems run the 
danger of sensitive personal data being accessed or exploited because they depend on massive volumes 
of data to operate [31]. Both the reputation of the participating companies and the individuals engaged 
may suffer greatly as a result of this. Complying with applicable legislation and upholding persons' 
privacy are essential while collecting and using sensitive medical data [32]. In general, cautious thought 
and the implementation of deliberate strategies to solve these issues are necessary for the ethical 
application of AI in the pharmaceutical sector. This may entail taking steps like making certain AI systems 
are trained on representative and diverse data, routinely assessing and auditing to check for bias, and 
putting in place stringent data protection and security procedures. The pharmaceutical sector may employ 
AI sensibly and morally by resolving these problems [33]. 
AI for Drug Delivery 
The utilization of big data and artificial intelligence (AI) in the pharmaceutical sector led to the 
development of computational pharmaceutics, which uses multiscale modeling methods to progress drug 
delivery systems. AI algorithms and machine learning techniques are utilised in computational 
pharmaceutics to assess big datasets and forecast drug activity. This eliminates the necessity for time- 
consuming trial-and-error research and allows researchers to refine drug delivery systems and assess 
several scenarios [34]. This lowers expenses, shortens the time needed to develop new drugs, and boosts 
output. 
Drug delivery systems are modeled at several scales in computational pharmaceutics. To forecast drug 
behavior at every scale, AI algorithms are capable of analyzing complex relationships between drug 
properties, physiological factors, and formulation components. This facilitates a deeper understanding of 
drug delivery mechanisms and aids in the development of efficient drug delivery systems. It facilitates 
the forecasting of the drug's physicochemical properties, stability, and in vitro drug release profile [35]. 
In vivo-in vitro correlation studies and improved evaluation of in vivo pharmacokinetic parameters and 
drug distribution are also conducted using the same method. Researchers can spot possible dangers and 
difficulties with drug delivery systems early in the development process by using the appropriate 
combination of AI technologies. This enables proactive alterations and adjustments to minimize dangers 
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and enhance the efficacy of drugs. The likelihood of unanticipated results is decreased when AI and 
computer modeling are used instead of costly and time-consuming trial-and-error experiments. 
Among the solid dosage forms, tablets are one of the most commonly utilized in the pharmaceutical 
sector. Depending on the kind of tablet, there are numerous elements involved in its preparation. Finding 
the best formulation and researching the desired characteristics that go into it are two tasks that AI may 
assist with. Additionally, AI is anticipated to handle duties using automated technologies and algorithms 
[36]. Redefining policies addressing current good manufacturing practice (cGMP) is made more difficult 
for regulatory authorities by the use of AI. 
AI comprises multiple technologies, such as neural networks, fuzzy logic, and genetic algorithms. Stable 
dosage forms can be created with these technologies, and the interaction between inputs and outputs for 
operations and processing can be improved [37]. The drug release modeling analysis data was obtained 
via the use of process analytical technology (PAT) in conjunction with significant material attributes. 
Finding the particle size distribution to be the most significant variable in a model's prediction was the 
result. Finally, the most accurate models were determined using the ANN as one of the evaluation 
measures. 
AI for Pharmacokinetics and Pharmacodynamics 
Drug discovery, preclinical research, clinical trials, regulatory approval, and other processes are all part 
of the convoluted process of creating new drugs. Pharmacokinetics and pharmacodynamics are essential 
components of drug development because they establish the safest dosage, mode of administration, and 
interaction between a drug and the body [38]. Traditional experimental procedures can be expensive and 
time-consuming for pharmacokinetics and pharmacodynamics research, and their results may not always 
produce accurate estimations of the safety and efficacy of drugs. Investigations on animals and human 
clinical trials have been used in the past to research pharmacokinetics and pharmacodynamics. 
The sample size, interindividual variability, and ethical concerns are among the many noteworthy 
drawbacks of these approaches. Additionally, these studies may not always be able to accurately predict 
the pharmacokinetics and pharmacodynamics of drugs in humans [39]. These limitations have been 
overcome by the development of computer models and artificial intelligence approaches to provide faster, 
more economical, and more precise drug pharmacokinetic and pharmacodynamic prediction methods 
[40]. Although there are significant challenges in obtaining large, reliable datasets, AI has the potential 
to transform PKPD research and its treatment implications. 
Some machine learning (ML) techniques, including the Bayesian model, random forest, support vector 
machine, and ANN have been used to predict the features of ADME [41]. Convolutional neural networks 
(CNNs), long short-term memory (LSTM), and recurrent neural networks (RNNs) are examples of DL 
algorithms that are commonly used to predict pharmacokinetic parameters, such as drug absorption, 
bioavailability, clearance, volume of distribution, and half-life. Using a computational technique known 
as the quantitative structure-activity relationship, or QSAR, one can anticipate a molecule's biological 
activity based on its chemical structure. Because it may be used to forecast a drug's solubility, 
permeability, and metabolism, this approach has found application in the field of pharmacokinetics [42]. 
Drug distribution and elimination inside the body are commonly modeled by Physiologically Based 
Pharmacokinetic (PBPK) models, which demand a large amount of data and computational capacity. The 
objective of AI-driven techniques for developing PBPK models is to lessen dependency on human clinical 
trials and animal research [43]. 
AI in Personalized Treatment 
AI can find significant associations that are relevant to the diagnosis, management, and mitigation of the 
disease by using the raw data sheets. In this emerging subject, nearly all branches of medical science can 
apply a variety of more current techniques for computational understanding [44]. To answer complicated 
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clinical problems, it can be difficult to gather, evaluate, and use a vast amount of knowledge. With the 
development of medical AI, doctors can now more easily resolve difficult clinical problems. A network 
of interconnected computer processors called neurons can process data simultaneously. A binary 
threshold function was used in the development of the first artificial neuron. The most often used model 
was the multilayer feed-forward perceptron, which featured layers for input, middle, and output. Links 
with a numerical weight connect each neurone to the other neurons [45]. 

Figure 3: AI in personalizing the treatment 
 
When scheduling radiation therapy, the use of a new technology known as computerized treatment 
planning is quite beneficial. Thanks to automated treatment planning, plans are becoming more precise, 
consistent, and error-free [46]. The treatment planning system may assess the patient's anatomy and 
physiology in addition to simulating the reasoning process that is generally followed in manual treatment 
planning [47]. Three-dimensional dose distribution and spatial dose have demonstrated promising 
accuracy of dosage models. Radiomics in conjunction with several imaging biomarkers can yield 
comprehensive tumour information. To predict the toxicity and outcomes of radiation therapy for 
individual patients, radiomics can be used [48]. 

 AI systems possess the ability to effortlessly examine enormous amounts of medical data, 
encompassing genetic information, biological literature, and patient records [49]. This study 
contributes to the creation of individualized treatment plans by identifying patterns, relationships, 
and links. 

 Based on a patient's genetic profile, lifestyle, and medical history, AI models can forecast the 
course of their illness and how well they will respond to treatment. This increases the knowledge 
that medical professionals have to select customized treatment plans [50]. 

 Through the analysis of medical images, pathology slides, and extra diagnostic data, AI-driven 
systems have the potential to improve the precision and effectiveness of diagnostic procedures 
[51]. 

 Artificial intelligence (AI) systems can spot subtle patterns and anomalies that human observers 
would overlook, leading to more accurate early diagnosis of conditions [52]. This helps scientists 
to create customized care plans for particular patient groups. 
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 Artificial intelligence-driven monitoring systems and virtual assistants can continuously monitor 
patient health data, offer customized feedback, and notify medical practitioners of any alarming 
changes [53-54]. Improving patient outcomes is achieved by enabling proactive and distant care 
for chronic illnesses. 

AI in medical image analysis (MIA) 
Many clinical applications, such as therapy evaluation, diagnosis, process monitoring, and early detection 
medical procedures, depend on medical imaging (MIA) [55]. These are only a few examples of the 
clinical settings where MIA plays a critical role. To understand medical image analysis in computer 
vision, one needs to grasp the fundamental concepts and applications of ANN and deep learning. Medical 
image services such as radiology, nuclear drug imaging, PET (positron emission tomography), digital 
computed tomography (CT), mammography images, ultrasound scans, magnetic resonance imaging 
(MRI), magnetic resonance angiography, and pathological tests are highly sought after within the 
healthcare system. Moreover, the lack of radiologists makes medical image analysis difficult and time- 
consuming in many cases [56]. 
AI in Retina: Human health assessment has been greatly enhanced by retinal high-resolution imaging 
[57]. With the help of high-definition drugs and a single retinal photo, an ophthalmologist or retinal expert 
may generate highly personalized data, develop a customized treatment plan, and put into place an ever- 
improving learning healthcare system. 
AI in Cancer: The fields of cancer detection and therapy have come to rely more on artificial intelligence 
(AI) due to its extensive applications [58]. Anticipating the lymphoma subtypes of non-Hodgkin 
lymphoma involved using gene expression data in a multilayer perceptron neural network. Neural 
network subtypes for lymphoma are present in the output layer of the network, whilst 20,863 genes make 
up the input layer. An artificial intelligence neural network has produced highly accurate lymphoma 
subtype predictions [59]. An artificial intelligence deep learning method was utilised to categorise the 
cell-of-origin (COO) of DLBCL using the genetic and transcriptional data obtained by RNA-Seq in the 
next-generation sequencing (NGS) platform. 
AI generated tests that were affordable, efficient, and repeatable for classification and further clinical use. 
AI speeds up and increases the precision of cancer diagnosis [60]. Using AI-based PET imaging for 
lymphomas, the tumour load is evaluated and subsequently used for tumour characterisation, 
heterogeneity measurement, and treatment outcome prediction. 

 Colorectal cancer (CRC) screening technology is used to determine the degree of malignancy in 
patients with gastrointestinal cancers, and visual nightly surveillance for Helicobacter pylori 
infection is a crucial component in predicting the progression of gastric cancer. Early detection of 
the cancer is possible, and adequate blood testing, endoscopic imaging, and artificial intelligence 
can all affect how the disease progresses [61]. However, AI lacks the blindfolded controlled 
studies and randomisation that are required, thus it can only gather retrospective data. 

 AI may be used to interpret low-dose computed tomography (LDCT) images from lung cancer 
screening, potentially improving diagnosis accuracy and reducing the false-positive rating. To 
provide accurate prognostications on serial imaging, AI can also measure morphological 
alterations linked to tumours and non-tumors [62]. 

 In the past ten years, AI has demonstrated significant promise for the diagnosis of breast cancer. 
To predict treatment response in breast cancer patients, even prior to the start of neoadjuvant 
chemotherapy (NAC), AI-assisted approaches combine quantitative and qualitative MRI data. 
Breast density and breast cancer risk assessment, as well as lesion recognition, classification, and 
division are areas where artificial intelligence (AI) shows potential [63]. By being able to 
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distinguish benign from malignant breast lesions and reduce the likelihood of misinterpreting 
false-negative mammography, radiologists can benefit therapeutically from AI-based software. 

AI in Other Chronic Diseases: 
Chronic diseases require regular monitoring, which can be made easier using artificial intelligence (AI) 
by using virtual medical assistants. Arterial fibrillation can be predicted with the help of an integrated 
system that combines deep learning, a single-lead ECG sensor, and accelerometer data with smartwatch 
data to track physical activity [64]. Case-based reasoning, which is developed using AI approaches, is a 
common tool for managing diabetes. Automatic technology can recognize problems for each patient and 
retain the optimal course of action. 
Now, it is employed to enhance insulin therapy. Additional techniques, such the vector regression method, 
are also widely used in the management of diabetes. Artificial intelligence (AI)-based tools that predict 
the short- and long-term HbA1c response after starting insulin therapy can also be helpful to patients with 
type 2 diabetes [65]. Molecular phenotyping, genomics, epigenetic alterations, and digital biomarker 
generation are instances of sophisticated artificial intelligence techniques that can be used to the 
molecular level of illness management. Patients can now control their diabetes more effectively by using 
web-based apps on their mobile phones and devices. 
Conclusion 
AI is revolutionizing drug delivery technology by enabling targeted, customized, and adaptable drugs. 
Pharmacists and other healthcare workers can improve patient outcomes, reduce side effects, and increase 
medicine efficacy by utilising AI's strengths in data analysis, pattern detection, and optimization. 
Pharmacokinetics and pharmacodynamics have radically changed thanks to AI-based techniques. In a 
number of aspects, they are better than conventional experimental techniques. AI-powered models can 
mimic medication distribution and clearance in the body, forecast pharmacokinetic parameters, and 
optimise drug dosage and administration techniques. Clinical trials involving humans and animal 
experimentation can be avoided by using AI-based computational tools for PBPK models, which can 
expedite the process of creating these models and optimize their parameters. Computational 
pharmaceutics—a data-driven, more efficient, and cost-effective approach to drug administration—is 
made possible by big data and AI. Ultimately, it enhances drug production processes and enhances patient 
outcomes by facilitating risk mitigation, tailored treatment plans, regulatory compliance, and drug 
formulation optimization. Taking everything into account, the pharmaceutical industry has a great deal 
of potential to transform, go from Era 4.0 to Era 5.0, and expedite the creation of new drugs. 
References 

1. Mak, K.-K.; Pichika, M.R. Artificial Intelligence in Drug Development: Present Status and Future 
Prospects. Drug Discov. Today 2019, 24, 773–780. 

2. Sharma, R.; Shishodia, A.; Gunasekaran, A.; Min, H.; Munim, Z.H. The Role of Artificial 
Intelligence in Supply Chain Management: Mapping the Territory. Int. J. Prod. Res. 2022, 60, 
7527–7550. 

3. Paul, D.; Sanap, G.; Shenoy, S.; Kalyane, D.; Kalia, K.; Tekade, R.K. Artificial intelligence in 
drug discovery and development. Drug Discov. Today 2021, 26, 80–93. 

4. Xu, Y.; Liu, X.; Cao, X.; Huang, C.; Liu, E.; Qian, S.; Liu, X.; Wu, Y.; Dong, F.; Qiu, C.W.; et 
al. Artificial intelligence: A powerful paradigm for scientific research. Innovation 2021, 2, 
100179. 

5. Zhuang, D.; Ibrahim, A.K. Deep learning for drug discovery: A study of identifying high efficacy 
drug compounds using a cascade transfer learning approach. Appl. Sci. 2021, 11, 7772. 



www.healthinformaticsjournal.com Frontiers in Health Informatics ISSN- 
Online:2676-7104 
2024; Vol 13: Issue 3 Open Access 

9436 

 

 

6. Pu, L.; Naderi, M.; Liu, T.; Wu, H.C.; Mukhopadhyay, S.; Brylinski, M. EToxPred: A machine 
learning-based approach to estimate the toxicity of drug candidates. BMC Pharmacol. 
Toxicol. 2019, 20, 2. 

7. Rees, C. The Ethics of Artificial Intelligence. In IFIP Advances in Information and 
Communication Technology, 1st ed.; Chapman and Hall/CRC; CRC Press/Taylor & Francis 
Group: Boca Raton, FL, USA, 2020; Volume 555, pp. 55–69. ISBN 9781351251389. 

8. Wess, G.; Urmann, M.; Sickenberger, B. Medicinal Chemistry: Challenges and 
Opportunities. Angew. Chem. Int. Ed. 2001, 40, 3341–3350. 

9. Chen, R.; Liu, X.; Jin, S.; Lin, J.; Liu, J. Machine learning for drug-target interaction 
prediction. Molecules 2018, 23, 2208. 

10. Gómez-Bombarelli, R.; Wei, J.N.; Duvenaud, D.; Hernández-Lobato, J.M.; Sánchez-Lengeling, 
B.; Sheberla, D.; Aguilera-Iparraguirre, J.; Hirzel, T.D.; Adams, R.P.; Aspuru-Guzik, A. 
Automatic Chemical Design Using a Data-Driven Continuous Representation of Molecules. ACS 
Central Sci. 2018, 4, 268–276. 

11. Hansen, K.; Biegler, F.; Ramakrishnan, R.; Pronobis, W.; Von Lilienfeld, O.A.; Müller, K.R.; 
Tkatchenko, A. Machine learning predictions of molecular properties: Accurate many-body 
potentials and nonlocality in chemical space. J. Phys. Chem. Lett. 2015, 6, 2326–2331. 

12. Gawehn, E.; Hiss, J.A.; Schneider, G. Deep Learning in Drug Discovery. Mol. Inform. 2016, 35, 
3–14. 

13. Lysenko, A.; Sharma, A.; Boroevich, K.A.; Tsunoda, T. An integrative machine learning 
approach for prediction of toxicity-related drug safety. Life Sci. Alliance 2018, 1, e201800098. 

14. You, J.; McLeod, R.D.; Hu, P. Predicting drug-target interaction network using deep learning 
model. Comput. Biol. Chem. 2019, 80, 90–101. 

15. Liu, X.; IJzerman, A.P.; van Westen, G.J.P. Computational Approaches for De Novo Drug 
Design: Past, Present, and Future. In Methods in Molecular Biology; Humana Press Inc.: Totowa, 
NJ, USA, 2021; 2190: 139–165. 

16. Bannigan, P.; Aldeghi, M.; Bao, Z.; Häse, F.; Aspuru-Guzik, A.; Allen, C. Machine learning 
directed drug formulation development. Adv. Drug Deliv. Rev. 2021, 175, 113806. 

17. Santín, E.P.; Solana, R.R.; García, M.G.; Suárez, M.D.M.G.; Díaz, G.D.B.; Cabal, M.D.C.; Rojas, 
J.M.M.; Sánchez, J.I.L. Toxicity prediction based on artificial intelligence: A multidisciplinary 
overview. Wiley Interdiscip. Rev. Comput. Mol. Sci. 2021, 11, e1516. 

18. Mak, K.K.; Pichika, M.R. Artificial intelligence in drug development: Present status and future 
prospects. Drug Discov. Today 2019, 24, 773–780. 

19. Alsultan, A.; Alghamdi, W.A.; Alghamdi, J.; Alharbi, A.F.; Aljutayli, A.; Albassam, A.; 
Almazroo, O.; Alqahtani, S. Clinical Pharmacology Applications in Clinical Drug Development 
and Clinical Care: A Focus on Saudi Arabia. Saudi Pharm. J. 2020, 28, 1217–1227 



www.healthinformaticsjournal.com Frontiers in Health Informatics ISSN- 
Online:2676-7104 
2024; Vol 13: Issue 3 Open Access 

9437 

 

 

20. Patel HM, Noolvi MN, Sharma P, Jaiswal V, Bansal S, Lohan S. Quantitative structure-activity 
relationship (QSAR) studies as strategic approach in drug discovery. Med Chem Res. 
2014;23(12):4991–5007. 

21. Daoui, O.; Elkhattabi, S.; Chtita, S.; Elkhalabi, R.; Zgou, H.; Benjelloun, A.T. QSAR, Molecular 
Docking and ADMET Properties in Silico Studies of Novel 4,5,6,7-Tetrahydrobenzo[D]-Thiazol- 
2-Yl Derivatives Derived from Dimedone as Potent Anti-Tumor Agents through Inhibition of C- 
Met Receptor Tyrosine Kinase. Heliyon 2021, 7, e07463. 

22. Zhu, J.; Wang, J.; Wang, X.; Gao, M.; Guo, B.; Gao, M.; Liu, J.; Yu, Y.; Wang, L.; Kong, W.; et 
al. Prediction of drug efficacy from transcriptional profiles with deep learning. Nat. 
Biotechnol. 2021, 39, 1444–1452. 

23. Dhamodharan, G.; Mohan, C.G. Machine learning models for predicting the activity of AChE and 
BACE1 dual inhibitors for the treatment of Alzheimer’s disease. Mol. Divers. 2022, 26, 1501– 
1517. 

24. Melo, M.C.R.; Maasch, J.R.M.A.; de la Fuente-Nunez, C. Accelerating antibiotic discovery 
through artificial intelligence. Commun. Biol. 2021, 4, 1050. 

25. Marchant, J. Powerful antibiotics discovered using AI. Nature, 2020; Online ahead of print. 

26. Wang, L.; Xie, X.-Q. Computational Target Fishing: What Should Chemogenomics Researchers 
Expect for the Future of in Silico Drug Design and Discovery? Future Med. Chem. 2014, 6, 247– 
249 

27. Galati, S.; Di Stefano, M.; Martinelli, E.; Poli, G.; Tuccinardi, T. Recent Advances in In Silico 
Target Fishing. Molecules 2021, 26, 5124. 

28. Nettles, J.H.; Jenkins, J.L.; Bender, A.; Deng, Z.; Davies, J.W.; Glick, M. Bridging Chemical and 
Biological Space: “Target Fishing” Using 2D and 3D Molecular Descriptors. J. Med. Chem. 2006, 
49, 6802–6810. 

29. Pokhriyal, P.; Chavda, V.P.; Pathak, M. Future Prospects and Challenges in the Implementation 
of AI and ML in Pharma Sector. In Bioinformatics Tools for Pharmaceutical Drug Product 
Development; Wiley: Hoboken, NJ, USA, 2023: 401–416. 

30. Bezbaruah, R.; Ghosh, M.; Kumari, S.; Nongrang, L.; Ali, S.R.; Lahiri, M.; Waris, H.; Kakoti, 
B.B. Role of AI and ML in Epidemics and Pandemics. In Bioinformatics Tools for Pharmaceutical 
Drug Product Development; Wiley: Hoboken, NJ, USA, 2023: 345–369. 

31. Paul, D.; Sanap, G.; Shenoy, S.; Kalyane, D.; Kalia, K.; Tekade, R.K. Artificial Intelligence in 
Drug Discovery and Development. Drug Discov. Today 2021, 26, 80–93 

32. Vatansever, S.; Schlessinger, A.; Wacker, D.; Kaniskan, H.Ü.; Jin, J.; Zhou, M.M.; Zhang, B. 
Artificial intelligence and machine learning-aided drug discovery in central nervous system 
diseases: State-of-the-arts and future directions. Med. Res. Rev. 2021, 41, 1427–1473. 

33. Farghali, H.; Canová, N.K.; Arora, M. The Potential Applications of Artificial Intelligence in 
Drug Discovery and Development. Physiol. Res. 2021, 70 (Suppl. S4), S715–S722. 



www.healthinformaticsjournal.com Frontiers in Health Informatics ISSN- 
Online:2676-7104 
2024; Vol 13: Issue 3 Open Access 

9438 

 

 

34. Ganesh, G.S.; Kolusu, A.S.; Prasad, K.; Samudrala, P.K.; Nemmani, K.V.S. Advancing health 
care via artificial intelligence: From concept to clinic. Eur. J. Pharmacol. 2022, 934. 

35. Koromina, M.; Pandi, M.T.; Patrinos, G.P. Rethinking Drug Repositioning and Development with 
Artificial Intelligence, Machine Learning, and Omics. OMICS A J. Integr. Biol. 2019, 23, 539– 
548. 

36. Mak, K.K.; Pichika, M.R. Artificial intelligence in drug development: Present status and future 
prospects. Drug Discov. Today 2019, 24, 773–780. 

37. Galata, D.L.; Könyves, Z.; Nagy, B.; Novák, M.; Mészáros, L.A.; Szabó, E.; Farkas, A.; Marosi, 
G.; Nagy, Z.K. Real-Time Release Testing of Dissolution Based on Surrogate Models Developed 
by Machine Learning Algorithms Using NIR Spectra, Compression Force and Particle Size 
Distribution as Input Data. Int. J. Pharm. 2021, 597, 120338 

38. Vamathevan, J.; Clark, D.; Czodrowski, P.; Dunham, I.; Ferran, E.; Lee, G.; Li, B.; Madabhushi, 
A.; Shah, P.; Spitzer, M.; et al. Applications of machine learning in drug discovery and 
development. Nat. Rev. Drug Discov. 2019, 18, 463–477. 

39. Li, Y.; Meng, Q.; Yang, M.; Liu, D.; Hou, X.; Tang, L.; Wang, X.; Lyu, Y.; Chen, X.; Liu, K.; et 
al. Current Trends in Drug Metabolism and Pharmacokinetics. Acta Pharm. Sin. B 2019, 9, 1113– 
1144. 

40. Parikh, P.K.; Savjani, J.K.; Gajjar, A.K.; Chhabria, M.T. Bioinformatics and Cheminformatics 
Tools in Early Drug Discovery. In Bioinformatics Tools for Pharmaceutical Drug Product 
Development; Wiley: Hoboken, NJ, USA, 2023; pp. 147–181. I 

41. Alsmadi, M.M.; Idkaidek, N. The Analysis of Pethidine Pharmacokinetics in Newborn Saliva, 
Plasma, and Brain Extracellular Fluid After Prenatal Intrauterine Exposure from Pregnant 
Mothers Receiving Intramuscular Dose Using PBPK Modeling. Eur. J. Drug Metab. 
Pharmacokinet. 2023, 48, 281–300. 

42. Obrezanova, O. Artificial Intelligence for Compound Pharmacokinetics Prediction. Curr. Opin. 
Struct. Biol. 2023, 79, 102546. 

43. Pawar V, Patil A, Tamboli F, Gaikwad D, Mali D, Shinde A, et al. Harnessing the Power of AI in 
Pharmacokinetics and Pharmacodynamics: A Comprehensive Review. Int J Pharm Qual Assur. 
2023;14(2):426–39. 

44. Johnson KB, Wei WQ, Weeraratne D, Frisse ME, Misulis K, Rhee K. Precision Drug, AI, and the 
Future of Personalized Health Care. Clin Transl Sci. 2021;14(1):86–93. 

45. You, W.; Simalatsar, A.; Widmer, N.; Micheli, G. De Personalized Drug Administrations Using 
Support Vector Machine. BioNanoScience 2013, 3, 378–393 

46. Mhatre, S.; Shukla, S.; Chavda, V.P.; Gandikota, L.; Patravale, V. AI and ML for Development 
of Cell and Gene Therapy for Personalized Treatment. In Bioinformatics Tools for Pharmaceutical 
Drug Product Development; Wiley: Hoboken, NJ, USA, 2023: 371–400 

47. Huo, L.; Tang, Y. Multi-Objective Deep Reinforcement Learning for Personalized Dose 
Optimization Based on Multi-Indicator Experience Replay. Appl. Sci. 2022, 13, 325 



www.healthinformaticsjournal.com Frontiers in Health Informatics ISSN- 
Online:2676-7104 
2024; Vol 13: Issue 3 Open Access 

9439 

 

 

48. Moore, K.L. Automated radiotherapy treatment planning. In Seminars in Radiation Oncology; 
WB Saunders: Philadelphia, PA, USA, 2019; 29:209–218. 

49. Arimura, H.; Soufi, M.; Kamezawa, H.; Ninomiya, K.; Yamada, M. Radiomics with artificial 
intelligence for precision drug in radiation therapy. J. Radiat. Res. 2019, 60, 150–157. 

50. Daka, A.; Peer, D. RNAi-Based Nanodrugs for Targeted Personalized Therapy. Adv. Drug Deliv. 
Rev. 2012, 64, 1508–1521. 

51. Adam Bohr, Kaveh Memarzadeh. The rise of artificial intelligence in healthcare applications, 
Artificial Intelligence in Healthcare, Academic Press, 2020: 25-60. 

52. Taylor, L.; Nitschke, G. Improving Deep Learning with Generic Data Augmentation. In 
Proceedings of the 2018 IEEE Symposium Series on Computational Intelligence, SSCI 2018, 
Piscataway, NJ, USA, 18–21 November 2018; Institute of Electrical and Electronics Engineers 
Inc.: Piscataway, NJ, USA, 2019; pp. 1542–1547. 

53. Minh, D.; Wang, H.X.; Li, Y.F.; Nguyen, T.N. Explainable artificial intelligence: A 
comprehensive review. Artif. Intell. Rev. 2022, 55, 3503–3568. 

54. Arrieta, A.B.; Díaz-Rodríguez, N.; Del Ser, J.; Bennetot, A.; Tabik, S.; Barbado, A.; Garcia, S.; 
Gil-Lopez, S.; Molina, D.; Benjamins, R.; et al. Explainable Artificial Intelligence (XAI): 
Concepts, taxonomies, opportunities and challenges toward responsible AI. Inf. Fusion 2020, 58, 
82–115. 

55. Shakya S, Analysis of artificial intelligence based image classification techniques, Journal of 
Innovative Image Processing (JIIP), 2020; 2(01):44-54. 

56. Hasani, N.; Paravastu, S.; Farhadi, F.; Yousefirizi, F.; Morris, M.; Rahmim, A.; Roschewski, M.; 
Summers, R.; Saboury, B. Artificial Intelligence in Lymphoma PET Imaging: A Scoping Review 
(Current Trends and Future Directions). PET Clin. 2022, 17, 145–174. 

57. Schmidt-Erfurth, U.; Sadeghipour, A.; Gerendas, B.S.; Waldstein, S.M.; Bogunović, H. Artificial 
intelligence in retina. Prog. Retin. Eye Res. 2018, 67, 1–29. 

58. Wilco Image Processing Wilco Image Processing. Available online: 
https://www.wilco.com/technologies/image-processing/ (accessed on 5 May 2023) 

59. Habuza T, Navaz AN, Hashim F, Alnajjar F, Zaki N, Serhani MA. AI applications in robotics, 
diagnostic image analysis and precision drug: Current limitations, future trends, guidelines on 
CAD systems for drug. Informatics Med Unlocked. 2021;p. 100596. 
doi:10.1016/j.imu.2021.100596. 

60. ang, C.S.; Lee, J.J.; Baik, G.H. Artificial Intelligence for the Prediction of Helicobacter Pylori 
Infection in Endoscopic Images: Systematic Review and Meta-Analysis Of Diagnostic Test 
Accuracy. J. Med. Internet Res. 2020, 22, e21983. 

61. Koh, D.-M.; Papanikolaou, N.; Bick, U.; Illing, R.; Kahn, C.E.; Kalpathi-Cramer, J.; Matos, C.; 
Martí-Bonmatí, L.; Miles, A.; Mun, S.K. Artificial Intelligence and Machine Learning in Cancer 
Imaging. Commun. Med. 2022, 2, 133 



www.healthinformaticsjournal.com Frontiers in Health Informatics ISSN- 
Online:2676-7104 
2024; Vol 13: Issue 3 Open Access 

9440 

 

 

62. Wang, Y.-B.; You, Z.-H.; Yang, S.; Yi, H.-C.; Chen, Z.-H.; Zheng, K. A Deep Learning-Based 
Method for Drug-Target Interaction Prediction Based on Long Short-Term Memory Neural 
Network. BMC Med. Inform. Decis. Mak. 2020, 20, 

63. Chiu, H.Y.; Chao, H.S.; Chen, Y.M. Application of Artificial Intelligence in Lung 
Cancer. Cancers 2022, 14, 1370 

64. Lo Gullo, R.; Eskreis-Winkler, S.; Morris, E.A.; Pinker, K. Machine learning with 
multiparametric magnetic resonance imaging of the breast for early prediction of response to 
neoadjuvant chemotherapy. Breast 2020, 49, 115–122 

65. Khanam, J.J.; Foo, S.Y. A Comparison of Machine Learning Algorithms for Diabetes Prediction. 
ICT Express 2021, 7, 432–439 


